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Combined effect of DEE and Jatropha biodiesel-diesel fuel blends on the
enhancement of VCR diesel engine parameters at varying loads and

compression ratios
B. R. Varpe @ and Y. R. Kharde®

:Department of Mechanical Engineering, Amrutvahini College of Engineering, Sangamner, Ahmednagar- 422 608, Savitribai Phule Pune
University, Pune, India; ®Department of Mechanical Engineering, Sir Visvesvaraya Institute of Technology, Nashik - 422 102, Savitribai

Phule Pune University, Pune, India

ABSTRACT

In the field of biodiesel performance analysis, the oxygenised alternatives, dimethyl ether
(DME) and diethyl ether (DEE), are regarded as one of the promising alternatives due to high
Cetane number and oxygen content. In this research, experimental analysis is done for different
fuel blends of Jatropha cil and DEE as additives. Biodiesel of 10, 15, and 20% with 10% of DEE is
used by mixing with diesel named as A1, A2 and A3. For 20% of DEE with same % of
biodiesel, second batch of blends is prepared named as B1, B3 and B3. These blends are
prepared, and their physicochemical properties are tested. The compression ratio (CR) at 16, 17,
and 18 is used as input for engine performance and emission analysis. Load on the engine is
increased from 3 kg to 12 kg as full load for all blends and diesel. Results shows thaf engine
gives better performance at higher load and higher CR. A3 blend shows the highest value of
BTE than other fuel blends and diesel at all CR and loads. A3 blend shows the lowest value of
BSFC compared to A1, A2, B1, B2 and B3 at CR 16 and CR 18, Performance of A3 and B2 fuel
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blends is better than all other fuel blends.

1. Introduction

The diesel engines have become the main source of
transportation and the diesel fuel is used in wide ran-
ging applications ranging from industries to automo-
biles (Demirbas 2009). The diesel fuel is well-known to
deliver better performance and lower emissions in
vehicles (Demirbas 2007). However, yapid and exces-
sive usage of diesel and other fossil fuels has led to
exhaustion of thesg valuable resources{Atabani et al,,
2012). Also, the excessive use of fossil fuels has
increased the greenhouse gas (GHG) emissions,
which in return have increased the global temperature
leading to depletion of ozone layer thus enabling UV
rays to enter the earth, The drastic use of fossil fuels
has also resulted in many health issues due to emission
of many noxious emissions such ag SOx, HC, CO,
NOx, PM and smoke. Moreover, the excessive use
has increased the price of crude oil in global market,
and stringent governmental regulation and emissions
norms have led to an increase in the demand of non-
conventional sources of energy. Biodiesel is one such
renowned renewable energy source, and i} is produced
from edible and non-edible oils (Basha, Gopal, and
Jebaraj 2009). India has a vast forest area-and the
vegetations are_covered with numerous oil-bearing
edible and non-edible pl d trees, The well-

cottonseed, mahua, Jatropha, neem, castor, etc.
(Atabani et al, 2012). The potential of Jatropha as
a biodiesel feedstock is explored in the current
research. Many preceding literatures have reported
thay Jatropha oil delivers comparable diesel properties;
however, the density and viscosity of Jatropha arg
higher than diesel fuel; thus, sometimes it causes
blocking of fuel filters, clogging of fuel lies ang, cold
starting problems (Soudagar, Nik-Ghazali, and Abul
Kalam et al. 2018). Hence, to reduce the viscosity of

" Jatropha in diesel fuel, the authors have successfully

added diethyl ether (DEE). Thus, the viscosity and
density of the base fuel is reduced, thus making the
fuel cleaner resulting in rapid combustion.

A thorough literature has been reviewed in the
subsequent paragraphs on the effect of biodiesel and
alcohols on diesel engines. Venu et al. (2016) used
ethanol-based biodiesel additive with titanium oxide,
DEE, and zirconium oxide as extraternary additives to
analysg Cl engine behaviour. Oxidation rate increased,
light-off temperature dropped, and base area was
increased with the fuel causing emission enhancement
with the addition of nanoparticles. Imdadul et al.
(2016) added 5-15% of pentanol to Calophyllum ino-
phyllum oil and engine properties were jn detail ana-
lysed, BSFC yeduced and BTE increased for the Zdded
alcohol than the B20 blend without additive. In his

_similar work (Imdadul et al. 2016), they used
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n-butanol and pentanol as alcohols to add them with
petroleum-based biodiesel. HC and CO emission
reduced but NOx and CO, increased. Devarajan
et al. (2017) used cyclo-octanol with™palm oil with
20% and 30% as additive. The emissions were found
to reduce due to better atomisation, Sathiyamoorthi
and Sankaranarayanan (2017) used ethanol for lemon-
grass biodiesel at lower concentrations. Combustion
pressure was higher and more heat release with BSEC
and BTE adding to improved performance. Emission
increased with the increase in gthanol % in the biodie-
sel. The ignition delay period was also found to
increase with ethanol addition. Xingcai et al. (2004)
reported an enhancement of diesel engine character-
istics when ethanol is used as a fuel additive with diesel
in a 1S DI CI engine. The results illustrated an
enhancement in BSFC due to lean mixture, but the
BTE enhanced by 1-2.3% with addition of 10 to 15%E
vol. in diesel fuel. Also, E-D blended fuels results in
lower CO, NOx and smoke emissions. The authors
also.reported that with the addition of.ethanol in the
diesel fuel increased the cetane value and encou raging
results relate to NOx and CO, while the HC emissions
slightly increased. Dogan et al. (2011) investigated the
effect of five fuel blends, B5 with 95%D and 5% vol. of
n-butanol, B10 with 95%D and 10% vol. of n-butanol,
similarly, B15, B20 and D100 (neat diesel fuel) on CI
engine characteristics. The results illustrated an
increase in the engine characteristics, the BTE and
Aeaction in the BSFC, while all the emissions, CO,
HC, NOx and smoke reduced for the fuel blends
with n-butanol additive, De Caro et al. (2001) studied
the effect of organic additives on physicochemical
properties of diesel and ethanol fuel blends. The
authors added two percent of additives and varied
the percentage of ethanol from 10 to 20% vol. The
blends with and without the organic fuel additives
were used in the CI engine with direct and indirect
injection. The authors reported an fficrease in the
performance and reduction in emissions with the
addition of fuel additives. Ajav et al. (1999) investi-
gated the effect of ethanol-diesel fuel blend in diesel
engine. The authors used 5, 10, 15 and 20% of E-D fuel
blends. The authors reported no loss in power, 5% of
E in diesel fuel increased the power output, while 20%
E reduced the power due to reduction in Cv of the fuel.
For 20%E in diesel, fuel increased the BSFC by 9%
compared to neat diesel. The EGT, temperature of
lubricating oil and CO and NOx reduced for diesel-
ethanol fuel blends as compared to neat diesel. Lietal.
(Li et al. 2005) investigated the effect of different
percentage levels of ethanol additive in diesel fuel on
the performance and emissions characteristics of die-
sel engine, the blends used in their investigation are
E5-D (5% ethanol), E10-D, E15-D E20-D and D100,
respectively. The authors report
in the BTE and reduction ﬁ‘:@

decreased for E10-D and E15-D fuel blend, also the
NOx and CO reduced for higher percentage of ethanol
in diesel. While, the HC emissions increased with an
increase in the percentage of ethanol in diesel.

" Rakopoulos et al. (2012) reported that_the addition

of DEE (8, 16 and 24% vol.) to diesel fuel increases
the performance characteristics and reduces the nox-
ious emissions of a high-speed DI CI engine operating
at a speed of 2000 rpm at three _loads. The authors
reported the engine operation was smooth up till 24%
vol. of DEE in diesel fuel. Iranmanesh et al. (2008)
investigated the effect of DEE and biodiesel-diesel
blend on Kirloskar TAF1, 4-S, AC, 1-cylinder diesel
engine. The diesel-biodiesel was blended with 5%,
10%, 15% and 20% vol. of DEE. For the fuel blends
with DEE, (5-15%) was found desirable, improved the
performance and decreased the emissions were
observed. While, for the DEE, percentage above 15%
lead to instability in engine speed and fluctuations in
the engine power output affecting the fuel pump rack.
This was due to an inconsistent combustion process

. owing to the high volatility of DEE. Mohanan et al.

(2003) investigated the effect of DEE (5%, 10%, 15%,
20% and 25% (by vol.)) and diesel fuel blend on
Kirloskar (AV1), 4-8, l-cylinder diesel engine. The
lowest fuel blend (5%) showed an overall improve-
ment in the engine performance and emitted lower
levels of smoke and CO due to an increase in the BTE.
On the contrary, the higher fuel blends (20% and 25%)
reduced the BTE and thick smoke was observed due to
cavitation’s in the nozzle of the fuel injector credited to
phase separation of the fuel blends leading to large
droplet size thus improper fuel injection.

To overcome difficulties of biodiesel blends, Cetane
number enhancers and co-solvent additives have wide
scope as a diesel fuel blend for diesel engines
(Lapuerta, Armas, and Garcia-Contreras 20{)'{). An
additive is used to keep the blends homogeneous and
stable and used as an ignition improver. Additives are

- used to compensate for a cetane number, improve the

viscosity and stabilisg the fuel blend mixture (De Caro
P, Mouloungui, and Vaitilingom et al. 2001). The
lower percentages of piodiesel blends increase the
BTE, reduced emissior, and BSFC (Jindal et al, 2010).

DEE can be used as a good alternative to diesel fuel
because it has good thermal efficiency and lowers
exhaust emissions. DEE has no stability problems in
diesel, having a higher Cetane number and good solu-
bility in the diesel fuel (Rakopoulos et al. 2012). Varpe
et al. performed experimentation on DEE/]Jatropha
blended Variable Compression Ratio (VCR) diesel
engine with varying loads. They obtained at full load
and at higher CR the engine parameter BTE increases
and the BSFC decreases for DEF{-]’_&t‘ropha biodiesel-,
diesel fuel blends. The fuel blend with. 10% DEE +20%
JME +70% diesel is the best fuel to improve the engine

_performance parameteérs’ and Teduce. emission

140

145

155

160

165

170

180

185

190

Page No.006



200

210

2
A

220

225

Q4

characteristics compared with other blends and diesel
fuel (Varpe et al. 2020). Single-cylinder, four-stroke
VCR engine with waste cooking oil methyl ester and
its 20%, 40%, 60%, and 80% blends with diesel shows
reduction of CO, HG and an increase in NOx emis-
sions (Muralidharan and Vasudevan 2011).

The premixed HCCI-DI engine using different
DEE percentages varying from 0% (0 40% indicates
audible knocking at 40% DEE premixed fuel ratio.
NOx and soot emissions decreased up to 19.4% and
76.1%, respectively, and CO and HC emissions
increased (Cinar et al. 2010). The diesel fuel blends
with 8%, 16%, and 24% DEE, in single-cylinder diesel
engine révealed that bio-DEE is a very promising fuel
for diesel engines (Rakopoulos et al. 2012). Jindal et al.
found that the combined increase of C.R. & IP
increases the BTE and reduces BSFC while having
lower emissions and for small-sized DI constant
speed engines used for agricultural applications
(3.5 kW), the optimum combination was found as
CR of 18 with IP of 250 bar (Jindal et al. 2010). The
NOy and CO emissions increasg with B100 compared
to D100 at all loads. Also increase in NO, emission
with B8OE20 fuel compared with all fuels blends bug
biodiesel 76%-ethanol 19%-DEE 5% bled shows
reduction of NO, and CO emissions and increase in
THC emissions (Carvalho et al. 2020). SFC increases
with improvement in BTE for 10% and 20% DEE in
Jatropha biodiesel. Addition of DEE is an effective
technique improve the results of Jatropha biodiesels
(Raja et al. 2019). Diesel engine with 5% DEE and
biodiesel mixture increase diesel engine performance
considerably for all engine loads compared with all
fuels (Ibrahim 2018). DEE fuel blends with 5% DEE
and 20% ethanol show, lower NOx and PM emissions
compared with D100 and B20 fuels for medium and
high loads also improvement in BTE at the high load
(de Carvalho Mas et al. 2020). Smigins and Zakis
(2020) found that engine power reduced by 6.2%-
17.3% for all DEE blends gives better results for low
level blends compared with pure rapeseed oil.
Different DEE blends showing large decrease of NOx

Figure 1. (a) Jatro
2013).

AUSTRALIAN JOURNAL OF MECHANICAL ENGINEERING @ 3

emissions 20% DEE and 30% DEE fuel blend shows
better performance comparison to with pure rape-
seed oil.

Hence, the preceding literature suggests the use of
alcoholic fuel additives in biodiesel and diesel fuel
increases the cetane number, reduces the visgosity,
enhances lubrication, stabilisg the mixture and
ensures fuel homogeneity. Limited studies are avail-

" able on the effect of DEE and biodiesel on the diesel

engine performance and emission characteristics by
varying the CR of diesel engine at four, different
loads. Hence, the authors have attempted to investi-
gate the effect of DEE-Jatropha-diesel fuel blends by
varying the compression ratios (16, 17, 18) at different
loading conditions (25%, 50%, 75% and 100%) on 4-§,
1-cylinder VCR engine’s performance and emission
characteristics. Six different fuel mixtures were stu-
died, DEE-10% + Jatropha-10% + Diesel-80% (A1),
DEE-10% + Jatropha-15% + Diesel-75% (A2), DEE-
10% + Jatropha-20% + Diesel-70% (A3), and DEE-
20% + Jatropha-10% + Diesel-70% (B1), DEE-20% -+
Jatropha-15% + Diesel-65% (B2) and DEE-20% +
Jatropha-20% + Diesel-60% (B3).

. 2. Material and methods

2.1. Jatropha biodiesel preparation

Jatropha curcas belongs to a family of plant species
known as Euphorbiaceae. It is resistant to strong
winds and droughts. It is cultivated in Africa (Ghana,
Tanzania, Mozambique, etc.), South east Asia
(Malaysia, Indonesia, Myanmar, Vietnam, Brunei,
East of India, etc.) and central and south America
(Mexico, Chile, Costa Rica, Brazil, Argentina, etc.)
(Achten et al. 2007). Figure 1 illustrates the pictorial
view of Jatropha plant with fruits and dried Jatropha
seeds.

It can be grown in sandy, saline or gravelly soils and
Any landscape is suitable for its growth. The oil con-
tent of ], curcas seeds is around 37% and the tree can
grow seeds for a duration of 50 years. The oil has-rtnan)'
beneficial properties for its applications as biodiesel
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Figure 2. The equation for transesterification reaction of Jatropha oil.

such ag low acidity and viscosity, good stability in base
oils and superior cold properties compared to other
biodiesel feedstocks. Also, J, curcas has high cetane
number compared to diesel fuel, which makes it the
best option fuel with minor engine Jmoditfications
(Moniruzzaman, Yaakob, and Shahinuzzaman 2017;
Silitongdet al. 2011; Mofijur et al. 2013).

The vegetable oil comprised triglycerides, in the
transesterification method, ethanol is deprotonated
with a atropha oil to produce a stronger nucleophile
(Parawira 2010; Chauhan, Kumar, and Cho 2012;
Imtenan et al. 2014; Soudagar et al. 2019, 2020). In
the present investigation, sodium hydroxide and sul-
phuric acids are used as catalysts. The oil yields 98% of
biodiesel, provided the oil contains low moisture and
FFA. The process of transesterification reaction is
illustrated in detail in Figure 2,

The DEE is completely miscible in diesel and bio-
diesel fuel blend. The initial valuation tests reveal that
the solubility of DEE in the fuel blends with blending
ratio of 10% was conducted and found to be miscible
and no phase separation as observed for a period of
20 weeks, hence no emulsifying agents were added to
the fuel.blends. The results obtained in the current
investigation are in good agreement with similar
research on DEE and biodiesel.

The preparation of DEE is derived from the articles
by jPatil and Thipse (2015) and Nigam et al, (2011).
The DEE is manufactured in lab through distillation of
ethanol mixing with sulphuric acid. Initially, ethyl
alcohol (CH;CH,OH) is mixed with concentrated H,
SO4. The sulphuric acid dissociates into hydronium
ions, H3O". The H ion traverses the electronegative
O atom of the ethanol, producing a positive charge
illustrated in Eq, (1).

-

CH,CH,0H + H;0" — CH3CH,OH; + H,0 (1)

Later, a nucleophilic O atom of unprotonated ethanol
molecule dislocates a water molecule from lhe trans-
verse (electrophilic) ethyl alcohol
H ion and water shown in E
the structure of a DEE molecu

CH;CH,0H; + CH;CH,0H
— H,O+H"+ C”;CH;OCHjCHg (2)

2.2. Uncertainty analysis

The errors of an engine are calculated using uncer-
tainty analysis, while estimating the errors, it is
assumed that the information gathered under ideal
conditions and complete understanding and informa-
tion of all the equipment’s and system used are avail-
able (Soudagar et al. 2019, 2020). Table 1 illustrates the
uncertainty percentage of measured parameters. The
numerous unknown uncertainties are determined by
mathematical equation, which is shown in Eq_ (3).

I e L o
7= {Zj (yaxl_un)] 3)

In the equation, ‘y' is a parameter, which is depen-
dent on the factors ‘xi’ and ‘Uy’ signifies the deviation/
uncertainties in parameter ‘y’. At various engine
operations, the observations and readings are noted,
and the uncertainty is ascertained by repeated experi-
mentations. The uncertainty percentage of the para-
meters involved in the investigations is estimated as
follows:

Overall uncer-
tainty =

+ \/(BTE? + BSFC? + HC? + CO® + NOx2 +Smoke?)

Figure 3. Structure of DEE molecule {adopted fmm (Patil and
Thipse 2015) with permlssmnl \

315
320
-
325
330
=
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Table 1. The agronomic traits and limitations of Jatropha
plantations (Moniruzzaman, Yaakob, and Shahinuzzaman
2017; Becker and Makkar 2008; Jones and Miller 1992).

Good agronemic traits

(1) Needs less nutrients (nitrogen).

(2) Robust tree which can spread in semi-arid and dry regions and poor
soil conditions.

(3) Involves minimal workforce and laborious efforts.

(4) Intercropping can be performed with many precious crops such as
sugar cane, fruits and vegetables to protect the crops from insects,
Jpathogeng and cattle grazing.

(5) It is used as an insecticide, nematicide and fungicide in tribal
medicines.

(6) It relatively grows rapidly compared with other biodiesel
feedstocks.

(7) The yield of seeds per hectare is foug tones without much main-
tenance and very little water.

(8) The Jatropha oil is non-edible; hence, the food vs fuel debate does
ngt arise as in the case of edible feedstocks,

The drawbacks of Jatropha

(1) The kernels and leaves are poisonous to animals and humans.

(2) The phorbol esters, trypsin inhibitors and others chemical present
in Jatropha make the entire detoxification a complex process.

(3) The agricultural land used leads to competition with edible
feedstocks.

1/ ((088)*+(0.40)" + (0257 + (0.62) = (0.28) (0.66)?)
+1.124856

Different blends of DEE + biodiesel (BD) + diesel (D)
were prepared for the conduction of the trial on
4-Stroke, single cylinder, VCR diesel engine. Table 2
illustrates the composition of fuel blends.

Table 2, Uncertainty percentage of measured parameters,

Measurement Range Accuracy Uncertainty
co 0-12% wvol +0.03% 0.62
HC 0-15,000 ppm =10 ppm 0.25
NOx 0-3000 ppm +50 ppm 0.28
Smoke 0-99.9 +1% 0.66
BTE - - 038
BSFC = - 0.40
-

Table 3. Composition of fuel blends.
No. Blend gomposition Abbreviation
1. . DEE-10% -+Jatropha-10% +Diesel —80% Al
2. DEE-10% +Jatropha-15% +Diesel —75% A2
3 DEE-10% +Jatropha-20% +Diesel =70% A3
4, DEE-20% +Jatropha-10% +Diesel =70% B1
5. DEE-20% +Jatropha-15% +Diesel —65% B2
6. DEE-20% +Jatropha-20% +Diesel -60% B3
Vi 100% Diesel (Reference) D100
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The properties of diesel, A1, A2, A3 and B1, B2, B3
were determined according to ASTM D6751-15 and
EN standards. All the properties were measured in
Indian Biodiesel Corporation (IDC), Baramati, India.
Table 3 illustrates the properties of neat diesel,
Ethanol, Jatropha biodiesel, DEE, Al, A2 and A3
blends and B, B2 and B3. Figure 4 illustrates the
fuel blends used in the current investigation.

2.3. Experimental setup

The engine used in the current investigation is a VCR,
Kirloskar make, 1-cylinder, WC, diesel engine, as illu-
strated in Table 1. The engine is coupled to a five-gas
analysey and smoke metrg and the readings were

- derived from Enginesoft software. The combustion

chamber used in the current investigation is hemi-
spherical and CR is varied without stopping the VCR
engine. DAQ and LabVIEW softwares arg used as an
interface between the computer and the engine sen-
sors (air and fuel flow, temperatures and load mea-
surement sensors). Table 5 illustrates the specification
of VCR test engine used in the current investigation,
The engine test specifications are illustrated in the
Table 4. Figure 5 illustrates the schematic diagram of
the test engine used in the current investigation,

3. Results and discussiork

The experimentation process was performed on DEE/
biodiesel blend (A1, A2, A3, B1, B2 and B3) in_diesel
fuel at three CRs (16, 17 and 18) and four loads (3 kg,
6 kg, 9 kg and 12 kg). Performance and emission

- parameters are measured by using gas analyser, and

eddy current dynamometer. Tables 5 andp illustrate
the parameters employed in the current investigation
and experimentation chart for conducting tests.

3.1. Effect of load and blends on engine
performance at three CRs

The BTE and BSFC for diesel and blends Al, A2, A3,
B1, B2 and B3 are shown in Figures 6-9 for CR 16-18,
respectively, From Figure 8, it is clear that BTE
increases with the increase in load for all the blends

Jatropha biodiesel (JME)

T |

JME + Diesel + DEE

C
Figure 4. The

%‘1 rent investigation. Diesel (D100) Jatropha biodiesel (JME) JME + diesel + DEE.
- i
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Table 4. Physiochemical properties of fuel blends.

Properties Standard Diesel Ethanol  Biodiesel DEE Al A2 A3 B1 B2 B3
Density (ka/m* at 20°C) ASTM D4052 840 789 880 710 865 869 874 80 866 870
Calorific value (MJ/kg) ASTM DS865 425 27 399 34 375 34 315 365 335 335
Liquid viscosity (CP'at 20°C)  ASTM D445 303 12 4-Mar 0.23 3.1 33 37 29 31 32
Cetane number ASTM D613 45-50  5-8 40-50 125 44 49 55 47 56 59
Flash paint (°C) ASTM D93 235 423 - 160 244 249 259 242 245 248
Oxygen content (wt%) EN 14112 0 343 10 216 - - - - - -
-
Table 5. Test engine specifications. _ addition of biodiesel and DEE in diesel, BTE is highest
Number of strokes Four for blend A3 at maximum load than pure diesel, which
E‘-'r’ L?Pe SD_"EST' is 41.2%. In Figure 7, the respective BSEC is depicted
inder ingle . . .
i . 3_59&,\, for increasing load and blends. BSFC decreases with
Spleed 1500 rpm the increase in load due to more utilisation, of fuel
Cylinder diameter 87.5 mm 4 S : )
Gk 110 mm during combustion at higher load and CR. For CR
Connecting rod length 234 mm 16, diesel fuel and B1 blend showed the lowest value
Compression ratio 12 to 181

Load indicator Digital, range 0-50 Kg, supply 230VAC
Fuel tank Capacity 15 L with glass fuel metering column
EGR Water cooled, 55, range 0-15%

Piezo sensor
Temperature sensor

Range 5000 PSI, with low noise cable
Type RTD, PT100 and thermocouple, Type K

Load indicator Digital, ange 0-50 kg, supply 230VAC
Load sensor Load cell, type strain gauge, range 0-50 kg
Data acquisition NI USB-6210, 16-bit, 250kS/s
device
Rotameter Engine cooling 40-400 LPH; glorimeter 25-
250 LPH
Dynamometer
Model AG10
Make Saj test plant rig
End flanges both sides Cardon shaft model 1260 fype
Air gap 0.77 mm
Torque 11.5 Nm
Hot coil voltage 60 V

Continuous current 5
(amp)

Cold resistance ohm 9.8

-
with load due to the increase in combustion tempera-
ture. Also, with the increase in biodiesel and DEE
percentages in diesel, BTE increases due to oxygen

380  percentage. The oxygen content increases with the

of BSFC compared to other blends, which is about
0.28 kg/kWh, at full load condition.

In Figure 6, the BTE and respective BSEC in
Figure 7 at CR 17 is provided at all blends compared
to diesel with increasing load. From Figure 7, it is seen
that with the increase in load BTE also increases. Also,
with the increase in biodiesel, percentages in diesel
BTE increase, Here too, the same fact of increase in
oxygen content and rise in combustion chambe; tem-
perature with increasing load is the main driving force
for BTE improvement for blends. Maximum BTE is

- observed at maximum load for A3 and B2 blends. The

range of BTE for A3 blend is 20.37% to 39.37%, which
is higher than diesel fuel. Figure 7 shows BSFC for Bl
and B2 is almost same as that of diesel fuel and at all
the loads. B3 shows higher value of BSFC compared to
other fuels at CR 17. BSFC decreases with the increase
in load. Lowest value of BSFC is observed for B, B2
and diesel, which is 0.28 kg/kWh.

—
385
390
395
400 ™
405

o
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Table 6. The parameters employed in the current

investigation.
Facters considered Parameters employed
Engine VCR
Combustion ghamber (CC) Hemispherical (HCC)
Injection pgressure (IP) 220 bar

Fuel injector (FI) holes

3 holes, 0.3 mm dia.

AUSTRALIAN JOURNAL OF MECHANICAL ENGINEERING (&) 7

The BTE and BSFC at CR 18 arg shown in Figures 8
and Figure 9, respectively, with increasing load. The
increase in BTE and reduction in BSFC with load are_
clearly seen. Figure 8 shows that BTE increases with 410
the increase in load. With the increase in Jatropha

- percentage, BTE also increases as oxygen percentage

Speed 1500 rpm (constant) . s : ;
cﬁ"’ 17.5: 1 increases in fuel blend. As compared with diesel, all
§ Fuel Diesel, A1, A2, A3 the blends show higher values of BTE at all the loads.
A3 blend shows highest values of BTE for the entire 415
load. Highest value of BTE is for A3 at maximum load,
-
leYal Table 7. Experimentation chart for conducting tests.
R ' Inputs (Blend A) Inputs (Blend B) Load (%) Load (kg)  Equivalent BP (kW) Output
16 DEE(10%) Biodiesel-10% (A1)  DEE (20%) Biodiesel-10% (B1) 25% 3 0.9 BTE, BSFC
17 Diesel Biodiesel-15% (A2)  Diesel Biodiesel-15% (B2) 50% 6 1.7 CO, HC, Smoke, NOx
18 Biodiesel-20% (A3) Biodiesel-20% (B3) 75% 9 25
100% 12 3.4
45 A
40 2
35
x 30
[RE]
&
® 25
20
- - ;‘“’,"/ semiguns DIESEL  smrmes 41
10 A3 g [ | s B 7
5 ——i
0
3 6 9 12
LOAD (kg)
Figure 6. BTE vs Load at CR 16." o
0.7
s DIESEL === Al Al
, 0.6 S
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=
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E 0.4
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Figu;e 9. BSFC vs lpad at CR 17. i

which is about 42.54%. In Figure 10, it is shown that
BSFC is almost same for all the fuel blends at each
load. For diesel fuel, the value of BSFC is lowest at
maximum load of 12 kg. Fuel blends A3 and B3 show,
lower values of BSFC (0.27 and 0.28 kg/kWh) com-
pared with other fuel blends, which is close to the
value of pure diesel (0.25 kg/kWh).

From the comparison of Figures 9-11 having CR
16, 17, and 18, the effect of load on BTE for DEE/
Jatropha and biodiesel blend can be made. From com-
parison, it can be said that CR has very little effect on
the BTE of the engine almost at all loading range on
the engine. Maximum BTE is observed at full load
condition with CR value of 17, which is 38.87%. The
effect of load and CR on BSFC can also be made. At
lower and at higher loads, BSFC is affected by CR.
BSEC values ne&&&;{q\pﬁf{‘of 17 compared to CR
16 and 18/ Minimum valué s 0.28 kg/kWh for B2
blend. ; \S

LOAD (kg)

s 0| ESEL Al

12

3.2. Effect of load and blends on emission

characters at three CRs

Figures 12-14 show, the effect of load on CO emissions
for DEE/biodiesel blends A1, A2, A3, B1, B2 and B3
relative to diesel for CR 16-18, respectively. From
figures, it is seen that CO emissions decrease with
the increase in load for all fuels. At CR 16 for higher
loads, B1 and B2 show, lowest CO emissions than all
other fuel blends and diesel fuel. The main reasons of
the lower CO in Bl, B3 and B2 arg the availability of
more oxygen in the blend due to the presence of DEE
and biodiesel. Also, DEE having higher volatility and
Cetane number js responsible for improving combus-
tion efficiency. Fuel blends B1 and B2 show, 0% CO at
higher load, which arg the best performance at €X 16.
At CR 17, fuel blend B1 shows lowest value of CO

- emissions than all other blends including diesel fuel.

The range of CO emissions for blend Bl is 0% at full

440
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E
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Figure 10. BTE vs load at CR 18,

Figure 11+BSFC vs load at CR 18,

Figure 12. CO vs lpad
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Figure 16. HC vs |oad for CR 17.

load (12 kg) to 0.055% at low load (3 kg). Fuel blends
B2 and B3 have CO emission range of 0.03% at full
load to 0.06% at low load. At CR 18, fuel blends A3
and B1 show lowest value of CO emissions than all
other blends including diesel fuel. The range of CO
emissions for blends A3 and B1 is 0% at full loads (9 kg
and 12 kg) to 0.035% at low load (3 kg), which is less
than other fuel blends and diesel fuel. This may be due
to higher oxygen contents in Bl and A3 fuels. Bl and
A3 contents 30% DEE and biodiesel, which give best
performance in CO emissions. As blending percentage
increases, ignition delay is prolonged. Due to higher
latent heat of evaporation of DEE (460 kj/kg), slow
vaporisations occur; hence, incomplete combustion
takes place in cylinder, which leads to more CO
f£missions.

Figures 15-17 show, the effect of load on HC emis-
sions for DEE/biodiesel blends at CR 16-18 respec-
tively. From figures, it is seen that CO emissions
decreasg with the increase in load for all fuels. For
CR 16, diesel fuel shows lowest HC emissions than all
DEE/biodiesel blends. DEE having th# higher latent
heat of evaporation causes lower combustion

temperature, especially the temperature near the cylin-
der walls during the mixture formation. In this case
more HC is produced from the cylinder boundary.
Second, due to DEE/biodiesel blending, calorific

~ value of blend decreases which is also responsible for

the increase in HC emissions. Range of HC emissions
for B1 and B3 blends i 79 ppm at low load to 95 ppm
at full load, which is higher than diesel fuel. For diesel,
HC range is 38 ppm to 60 ppm. Blend B2 has lower
HC emissions than other fuel blends. For B2, the range
of HC emission is 60 ppm to 98 ppm. At CR 17, the
range of HC emissions for diesel fuel blends is 40 ppm
to 45 ppm, which is much lower than fuel blends. Fuel
blend Al shows lower HC emissions than all other
blends, which containg 10% DEE and 10% BD. For Al
fuel blend, the range of HC emission is 60 ppm to 80
ppm. As biodiesel percentage increases, viscosity of
fuel blend increases, which tends to have incomplete
combustion causing higher HC emissions. Therefore,
Al blend is best blend for CR 17. At CR 18, range of
HC emissions for diesel fuel blends is 37 ppm to 48
ppm, which is much lower than fuel blends. Fuel blend

- Al shows lower HC emissions than all other blends,
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Figure 18. NOx vs load for CR 16.
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Figure 19. NOx vslLoad for CR 17.

which containg 10% DEE and 10% BD. For Al fuel
blend, the range of HC emission is 55 ppm to 77 ppm.
Therefore, fuel blend Al gives best performance for
HC emissions at CR 18,

Figures 18-20 illustrate, the effect of load on NOx
emissions on diesel and biodiesel blends at C 16, 17,
and 18, respectively. NOx emissions mainly depend

LOAD (kg)

upon peak cylinder temperature, spray pattern,
atomisation, and ignition delay. From figures, it is
seen that NOx emissions increases with the increase
in load for all fuels. This is due to increase in peak
temperature and BMEP (brake mean effective pres-
sure) with increase in load. At higher loads (9 kg and
12 kg), fuel blends B1, B2 and B3 show, lower NOx
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emissions than diesel fuel. This is because of the
presence of higher DEE percentage than other fuel
blends. As DEE increases, Cetane number of fuel
blend increases and hence ignition delay of combus-
tion is reduced. As a result of reduced jgnition delay
period, peak cylinder temperature decreases, hence
NOx emissions are lower due to the increase in DEE
blends. Higher inherent oxygen present in DEE
blends also helps for proper oxidation of hydrocar-
bons, which is also another cause of reduced NOx
compared to diesel fuel. Fuel blend B3 gives best
performance for NOx emissions for CR 16 at higher
loads. For B3 blend, the range of NOx emission is
100 ppm to 394 ppm, which is lower than diesel. For
diesel, NOx emission is 98 ppm at low load to 625
ppm at full load condition. At CR 17 fuel, blends B1,
B2, and B3 show lower NOx emissions than diesel
fuel and Al, A2 and A3 show higher NOx emissions
than diesel. Fuel blend B3 gives best performance for
NOx emissions for CR 17 at higher loads. For B3,

AUSTRALIAN JOURNAL OF MECHANICAL ENGINEERING (&) 13

blend range of NOx emission is 180 ppm to 352 ppm,
which is lower than HSD (diesel). For HSD, NOx
emission is 98 ppm at low load to 570 ppm at full
load condition. When CR is 18, fuel blends Al, A2
and A3 show higher NOx emissions than pure diesel
at higher loads (9 kg and 12 kg). Fuel blends B2 and
B3 give, best performance for NOx emissions for CR
18 at higher loads. For B2 and B3 blends, NOx
emissions are nearly same for all loading conditions.
NOx emissions for fuel blends B2 are 250 ppm at
lower load to 465 ppm at full load, which is lower

" than HSD. For HSD, NOx emission is 170 ppm at

low load to 700 ppm at full load condition.

The smoke opacity varying with the load and CR
for biodiesel blends with additive and pure diesel is
shown in Figure 21-23, respectively. From the figures,
it is visible that smoke opacity increases with the
increase in load. At all loads, all fuel blends show
lower value of smoke opacity than diesel fuel. The
extra content of oxygen in the biodiesel is the cause
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Figure 23, Smoke opacity vs load for CR 18.

for reduction in smoke compared to diesel. Fuel
blends B1 and A2 show lower smoke opacity than all
other fuel blends. B2 and B3 show higher smoke
opacity than B1. Increase in DEE reduces the smoke
opacity due to its higher volatility and higher oxygen
percentage in blends. But if biodiesel is increased more
than 15% in the fuel blends (fuel blends A3 and B3),
viscosity of the fuel blend increases. Higher viscosity
of fuel blend reduces the atomisation, and reduces
mixing of air and fuel, which increases the ignition
delay. Also, higher fuel viscosity increases C/H ratio in
the combustion chamber. Hence smoke opacity
increases with higher percentages of biodiesel. Fuel
blend A2 shows lowest smoke opacity at higher loads
(9 kg and 12 kg). Smoke opacity is 0.35 to 1.5 for blend
A2, which is lower than diesel. For diesel, the smoke
opacity is 4.5 to 7, which is far greater than all fuel
blends. For CR 17, the fuel blends Bl and A2 show
lower smoke opacity than all other fuel blends. B1 and
B2 show higher smoke opacity than B1. Increase in
DEE reduces the smoke opacity due to its higher
volatility and higher oxygen percentage in blends.
But higher percentage of biodiesel increases the
smoke opacity beyond 15% biodiesel. Lowest smoke
emissions are observed for Fuel blend B1 at full load.
Smoke opacity is 0.77 to 0.96 for blend Bl at CR 17,
which is lower than diesel. For diesel, the smoke opa-
city is 4.5 to 7, which far greater than all fuel blends,
At CR 18, fuel blend A2 shows lower smoke opacity
than all other fuel blends. Fuel blend A2 shows lowest
smoke opacity at higher loads. Smoke opacity is 0.4 to
0.9 for blend A2 for higher load, which is lower than
diesel. For diesel, the smoke opacity™is 1.75 to 2.8.
Blend B3 shows the highest smoke than diesel fuel at
full load. This is because of rich mixture due to reduc-

tion in A- E ratiol axdhlgher load. B3 fuel contains high

perc: ﬁE Oﬁf_\) and biodiesel (20%) than all

othgm;el lwds Du higher percentage of DEE
--:JJ hmedn

% ggr o/

N/

N

=

s DIESEL o Al

A2 —p— /3

LOAD (kg)

and biodiesel in fuel blend, viscosity of the blend
increases. Higher viscosity causes poor "LDIT]ldeOIL
and poor mixing of air and fuel, hence smoke opacity
increases,

3.3. Effect of CRs on emission characters at full
load

In Figures 24-27, the emissions like CO, HC, NOxand
smoke opacity with respect to CR variations at full
load is shown. CO emissions are lowest at CR 18
compared to CR 16 and CR 17. At higher CR, spray
pattern and atomisation, are good that cause  good
mixing of air and fuel. Due to good 1t0nnsnmn1and
mixing, combustion efficiency increases causing com-

* plete combustion, hence reduces CO emissions at

higher CR. All the fuel blends show lower CO emis-
sions than diesel fuel. Diesel fuel shows 0.011% and
0.028% CO emission, Bl blend shows 0% CO emission
atall CR values. Also fuel blends A1, A3 and A3 show,
0% CO emission at CR 18. But, if biodiesel and DEE
percentage are higher, viscosity of the blend increases
that causes increase in delay period and hence CO%
increases. Figure 27 shows the variation of HC emis-
sions with respect to CR at constant load (full load) for
fuel blends. HC emissions slightly increase with the
increase in CR. At higher CR, A-F ratio decreases,
which cause more rich mixture during combustion,
hence increases the HC emissions. All the fuel blends
show higher HC emissions than diesel fuel. The main
reasons of the higher HC emission are prolonged-delay
period due to slow vaporisation, of DEE and biodiesel

_blends. Prolonged delay period is responsible for

incomplete combustion, which is the main cause of
more HC emissions in fuel blends than HSD. Al
shows lower value of HC emissions (62 ppm to 78
ppm) than all other fuel blends. DEE having the higher
latent heat of evaporation causing lower combustion
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temperature, especially the temperature near the cylin-
der walls during the mixture formation. Diesel fuel
shows 35 ppm to 48 ppm HC emission at all CR
values. Fuel blends Al, A2, A3 and B2 show, almost
same value of HC emissions at CR 18, which is about
80 ppm.

In Figure 26, the NOx emissions are found to
increasg with the increase in CR due to the increase
in peak cylinder temperature. Fuel blends B2 and B3
show; the lower NOx emissions than diesel. Blends A,
A2 and A3 show more NOx emissions than diesel
fuel. Fuel blend B3 is the best fuel blend for NOx
emission. NOx emissions for B3 are 352 ppm to 495
ppm and for diesel it is 640 ppm to 700 pmm. Smoke
opacity decreases with CR for most of the fuels as
shown in Figure 29Also, for all CR, fuel blends show
fifyphan diesel fuel. Fuel
@der smoke opac:ty

than all othex &‘ bleﬁd&‘ B2
i medn'ﬁ“
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smoke opacity than B1. Increase in DEE reduces the
smoke opacity due to its higher volatility and higher
oxygen percentage in blends. But if biodiesel is
increased more than 15% in the fuel blends (fuel
blends A3 and B3), viscosity of the fuel blend
increases. Al, A2, A3 and B2 show almost same
smoke emissions at CR 18. Fuel blend A2
shows least smoke opacity which is 0.35 ppm to
1.58 ppm. For diesel, smoke opacity is 7 to 7.5%.

4. Conclusions

The effect of compression ratio and Jatropha with DEE
blends is performed in this research. Characters of
engine performance mainly BTE and BSFC were ana-
lysed. An emission characteristic of the engine is also

tested. Following conclusions can be drawn from the

experimentation for Jatropha /DEE blends at different
values of CR and loads.
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Figure 26. NOx vs CR at full load (12 kg/3.4 kW).
For better engine performance, it is better to run Fuel blends B2 having lower HC emissions than
the engine at higher load and with higher CRas BTEis  other fuel blends at CR 16. Fuel blend Al shows
enhanced and BFSC is lower due to higher combustion  lower HC emissions than all other blends at CR 17
Jlemperature. and fuel blend A1 shows lower HC emissions than all 685
BTE increases with the increase in biodiesel and  other blends at CR 18.
DEE percentage in diesel blend due to increase in B1, B2 and B3 show lower NOx emission§ than
oxygen percentage in blends. diesel fuel at CR 16 and CR 17. Fuel blends B2 and B3
A3 blend shows the highest value of BTE (42.57%) . show, lower NOx emissions than diesel fuel at CR 18.
compared to other blends and diesel at all CR and  This is due to higher percentage of DEE in fuel blend. 690 ==
loads. Diesel fuel shows lowest value of BSFC Smoke opacity increases with the increase in load.
(0.25 kg/kWh) than all fuel blends due to higher heat-  Fuel blends B1 and A2 show, lower smoke opacity than
ing value. While A3 blend shows lower value of BSFC  all other fuel blends and diesel fuels at CR 16, 17,and 18.
(0.27 kgfkWh) compared other blends at CR 16 and CR 18 gives lower CO emissions and smoke opacity
CR 18. for all fuel blends and CR 16 gives lower HC and NOx 695
Emission reduces/improves depending upon the  emissions. CR 17 gives intermediate emissions for all
load and CR of engine. CO emissions decrease with  fuel blends. Overall, fuel blends B1 and B2 gives good
the increase in CR and load. Fuel blend Bl shows  emission performance.
lowest value of CO emissions than all other blends.
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Nomenclature

(d] Compression ignition DI Direct injection

ATDC After top dead centre BTDC Before top dead centre

CR Compression ratio IP Injection pressure

BTE  Brake thermal efficiency ~ BSFC Break specific fuel

consumption

BP Brake power cC Combustion chamber

Cv . Calorific value M Thermal efficiency

UBHC Unburnt hydrocarbon €0 Carbon monoxide

CO;  Carbon dioxide NOyx  Oxides of nitrogen

HC  Hydrocarbon PM  Particulate matter

D Ignition delay ppm  Parts per million

DEE  Diethyl ether D100 Pure djesel {100%)

JME  Jatropha biodiesel D Diesel

Al (10% DEE + 10% JME + A2 (10% DEE + 15% JME +
90% D) 75% D)

A3 (10% DEE + 20% JME + B1 (20% DEE + 10% JME +
70% D) 75% D)

B2 (20% DEE + 15% JME + B3 (20% DEE + 20% IME +
75% D) 75% D)
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Recent Advancements in Deep Learning

Dr. Anita Keshav Patil', Ms. Archana Rajendra Mane®
Department of Elecironics and Telecommunication Engineering , Savitribai Phule Pune University, Pune

Abstraci— Deep learning (DL) is one of the most promising artificial intclligence (AI) methods that tries to imitate the workings of the
human brain in processing information, and automatically generates patterns for decision making and other complicated tasks. DL is
able to learn with/without human supervision, drawing from data, even unstructured and/or unlabelled. However, the achievements
of DL techniques do not stop at only arriving and outperforming the results of other AT algorithms: DL’s accomplishments are
generally better than human results for tasks like image recognition or game playing, thus beyond the expectations of the experts. . 1t
is also one of the most popular scientific research trends now-a-days. Deep learning methods have brought revolutionary advances in
computer vision and machine learning. Every now and then, new and new deep learning technigues are being born, outperforming
state-of-the-art machine learning and even existing dcep learning techniques. In recent years, the world has seen many major
breakthroughs in this field. Since deep learning is evolving at a huge speed, its kind of hard to keep track of the regular advances.

Keywords— Neural Networks, Machine Learning, Deep Learning, Recent Advances, Reinforcement Learning

. I INTRODUCTION
Learning with images and their classification, segmentation, localization, annotation, and abnormally
detection is one of the current challenging and exciting task for the researchers. Recently deep learning
techniques give excellent performance in Object Detection, Speech Recognition, Abnormality Detection,
Business Analysis, and almost all other domains. But one important implication of deep learning
techniques can found in Medical Image Analysis. Deep learning techniques beat the human-level
performance and come with a better solution in the medical domain. Among different deep learning
techniques Convolutional Neural Network, Recurrent Neural Network, Long Short-Term Memory, Deep
Belief Network models are topmost priority for the researchers. In this paper, we briefly examine different
application area of deep learning techniques and some current state-of-the-art performances of it. Recently
Deep Learning Techniques come with a better solution for analysing different kindg of data. The idea of
deep learning has a very old history. Because of its high computation power and colpssal amount of data,
deep learning techniques were not so popularly used back then. But in late 20s deep learning techniques
accelerate its performance with the help of Graphical Processing Unit and massive amount of data. Deep
Learning techniques gives state-of-the-art performance in almost all the domains like Object Detection,
Speech Recognition, Fraud Detection, Face Recognition, Sentiment Analysis. Currently, deep learning
techniques give excellent performance in medical image analysis. This paper explains different approaches
for Deep learning, overview of Deep Learning topologies, Advancements in Deep L arning, Challenges in
Deep learning and applications of Deep Learning.

II. DEEP LEARNING TECHNIQUES

DL techniques are classified into three major categories: unsupervised, partially supervised (semi-
supervised) and supervised. Furthermore, deep reinforcement learning (DRL), also known as RL, is
another type of learning technique, which is mostly considered to fall into the category of partially
supervised (and occasionally unsupervised) learning techniques.

e Deep supervised learning

This technique deals with labeled data. When considering such a technique, the environs have a
collection of inputs and resultant outputs (xt,yt)~p(xt,yt)~p. For instance, the smart agent guesses if the
input is xt and will obtain as a loss value. Next, the network parameters are repeatedly updated by the
agent to obtain an improved estimate for the preferred outputs. Following a positive training outcome, the
agent acquires the ability to obtain the right solutions to the queries from the environs. For DL, there are
several supervised learning techniques, such as recurrent neural networks (RNNs), convolutional neural
networks (CNNs), and deep neural networks (DNNs). In addition, the RNN category includes gated
recurrent units (GRUs) and long short-term memory (LSTM) approaches. The main advantage of this
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technique is the ability to collect data or generate a data output from the prior knowledge. However, the
disadvantage of this technique is that decision boundary might be overstrained when training set doesn’t
own samples that should be in a class. Overall, this technique is simpler than other technigues in the way
of learning with high performance.

@ Deep semi-supervised learning

In this technique, the learning process is based on semi-labeled datasets. Occasionally, generative
adversarial networks (GANs) and DRL are employed in the same way as this technique. In addition,
RNNs, which include GRUs and LSTMs, are also employed for partially supervised learning. One of the
advantages of this technique is to minimize the amount of labeled data needed. On other the hand, One of
the disadvantages of this technique is irrelevant input feature present training data could furnish incorrect
decisions. Text document classifier is one of the most popular example of an application of semi-
supervised learning. Due to difficulty of obtaining a large amount of labeled text documents, semi-
supervised learning is ideal for text document classification task.

¢ Deep unsupervised learning

This techniqiie makes it possible to implement the learning process in the absence of available labeled
data (i.e. no labels are required). Here, the agent learns the significant features or interior representation
required to discover the unidentified structure or relationships in the input data. Techniques of generative
networks, dimensionality reduction and clustering are frequently counted within the category of
unsupervised learning. Several members of the DL family have performed well on non-linear
dimensionality reduction and clustering tasks; these include restricted Boltzmann machines, auto-encoders
and GANs as the most recently developed techniques. Moreover, RNNs, which include GRUs and LSTM
approaches, have also been employed for unsupervised learning in a wide range of applications. The main
disadvantages of unsupervised learning are unable to provide accurate information concerning data sorting
and computationally complex. One of the most popular unsupervised learning approaches is clustering.

e Deep reinforcement learning

Reinforcement Learning operates on interacting with the environment, while supervised learning
operates on provided sample data. This technique was developed in 2013 with Google Deep Mind [55].
Subsequently, many enhanced techniques dependent on reinforcement learning were constructed. For
example, if the input environment samples: xt~pxt~p, agent predict: and the received cost of the agent
is , P here is the unknown probability distribution, then the environment asks a question to the agent. The
answer it gives is a noisy score. This method is sometimes referred to as semi-supervised learning. Based
on this concept, several supervised and unsupervised techniques were developed. In comparison with
traditional supervised techniques, performing this learning is much more difficult, as no straightforward
loss function is available in the reinforcement learning technique. In addition, there are two essential
differences between supervised learning and reinforcement learning: first, there is no complete access to
the function, which requires optimization, meaning that it should be queried via interaction; second, the
state being interacted with is founded on an environment, where the input xtxt is based on the preceding
actions.

For solving a task, the selection of the type of reinforcement learning that needs to be performed is
based on the space or the scope of the problem. For example, DRL is the best way for problems involving
many parameters to be optimized. By contrast, derivative-free reinforcement learning is a technique that
performs well for problems with limited parameters. Some of the applications of reinforcement learning
are business strategy planning and robotics for industrial automation. The main drawback of
Reinforcement Learning is that parameters may influence the speed of learning. Here are the main
motivations for utilizing Reinforcement Learning:

»  Ttassists you to identify which action produces the highest reward over a longer period.

»  Itassists you to discover which situation requires action.

»  Italso enables it to figure out the best approach for reaching large rewards.
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»  Reinforcement Learning also gives the learning agent a reward function.

Reinforcement Learning can’t utilize in all the situation such as:

»  In case there is sufficient data to resolve the issue with supervised learning techniques.

*  Reinforcement Learning is computing-heavy and time-consuming. Specially when the workspace
is large.

[I. DEEP NETWORK TOPOLOGIES
A, Deep neural netwark (DNN): .

In DNN, there is multilayer perceptron or hidden layer between the input and output. All the layers are
connected to previous layers; by going through each layer, the network estimates the exact output based on
the weights and activation function. Through DNN, we can model any complex non-linear relation. The
backbone of the DNN is the characteristic of learning about the feature that is most relevant to the targets
[7]. The DNN has research gap in model selection, training dynamics, by using graph convolution neural
network combination optimization, and Bayesian neural network for estimation of uncertainty. There are a
lot of applications for DNN, that is, computer vision, machine translation, social network filtering, playing
board, video games, and medical diagnosis (Figure 1).

Fig. | Deep Neural Network
B.  Recurrent neural network (RNN):

RNN is a type of deep learning network that is used specifically when there is sequential data or time-
series, that is, video, speech, etc. The RNN usually maintained the data from the previous state to the next
state. It is called recurrent because it performs the same function for each input, while the output is
different because it also depends on past calculations. The state-of-the-art topic of deep learning with RNN
is Long Short-Term Memory Network (LSTM). RNN provides the solution to many problems, that is,
intelligent transportation system [8], solving time-varying matrix inversion [9], and many more. The RNN
is famous for sentence evaluation and linguistic data processing (Figure 2).
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C. Deep belief networl: (DBN):

DBN is a probabilistic unsupervised deep learning algorithm. It has many layers of hidden variables. To
solve the more complex problems, it needs more hidden layers; each layer is a special statistical relation
with the other layer. DBN can learn probabilistically; after learning, BDN needs training under supervisor
to perform classification. The DBN is used to recognize clusters and generates images, video sequences,
and motion-capture data (Figure 3).

Links

Hidden layer-1 Hidden layer-2
Fig. 3 Deep Belief Network

D.  Bolizmann machine (BM):
The BM is a network that is a uniformly attached, neuron-like unit, which is responsible for taking
decisions stochastically about whether to be off or on. Computational problems are solved through BM
like search, optimization, and learning problem. Many features are uncovered in learning algorithm that
shows Figure 1. Deep neural network. Figure 2. Recurrent neural network. Advances and Applications in
Deep Learning 6 very complex behavior in training dataset. Boltzmann machine is used for classification
and dimensionality reduction. ; ;

E. Resiricted Boltzmann machine (RBM):
RBM introduced in 1986 by Smolensky: two layers visible and hidden units, while there is no connection
between visible-visible and hidden-hidden. It can learn a probability distribution over a collection of
datasets. The applications of RBM are features learning, collaborative filtering, dimensionality reduction,
and classification.

F.  Convolutional neural network (CNN) :
In CNN, the layers are delicately connected to input layer as well as each other. There is a specific
function for each neuron of the subsequent layer like it is only responsible for only a part of the input.
CNN is now widely used for remote sensing, computer vision, audio, and text processing.
Deep auto-encoder: Just like others, deep auto-encoder has also many hidden layers. The difference
between a simple auto-encoder and deep-auto-encoder is the simple auto-encoder that has one hidden layer,
while the deep-auto-encoder has many hidden layers. In deep-auto-encoder, the training is complex
normally, you need to train one hidden layer first to reconstruct the structure of the input data, and this
input data are further used to train other hidden layers and so on. Some applications of deep auto-encoder

are image extraction, image generation recommendation system, and sequence to sequence prediction.
G. Gradient descent (GD):
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GD is used to reduce the overall cost function: it is considered as an optimization algorithm and is widely
used for determination of coefficient function in machine learning. When there is not possible to estimate
the parameters analytically, then Figure 4. Deep belief network. 7 GD is used to calculate the desired
parameters. Using the GD weight of the model is updated for every epoch. It is used for supervised
machine learning.
H. Stochastic gradient descent (SGD):

Just like GD, SGD is also an optimization algorithm but GD is used when the datasets are small, while
SGD is usually used when the datasets are large, and SD becomes very costly if used for a large number of
datasets.

_ [V, ADVANCEMENT IN DEEP LEARNING
A. GrowNet ‘

tl;dr: GrowNet applies gradient boosting to shallow neural networks. It has been rising in popularity,
yielding superior results in classification, regression, and ranking. It may indicate research supporting larger
ensembles and shallower networks on non-specialized data (non-image or sequence).
Gradient boosting has proven to become very popular in recent years, rivalling that of a neural network.
The idea is to have an ensemble of weak (simple) learners, where each corrects the mistake of the previous.
For instance, an ideal 3-model gradient boosting ensemble may look like this, where the real label of the
example is |, '

1. Model | predicts 0.734. Current prediction is 0.734.

2. Model 2 predicts 0.464. Current prediction is 0.734-+0.464=1.198 .

3. Model 3 predicts -0.199. Current prediction is 1.198-0.199=0.999.
Each model is trained on the residual of the previous. Although each model may be individually weak, as a
whole the ensemble can develop incredible complexity. Gradient boosting frameworks like XGBoost use
gradient boosting on decision trees, which are one of the simplest machine learning algorithms.
There has been some discussion on neural networks not being weak enough for gradient boosting; because
gradient boosting has so much capability for overfitting, it is crucial that each learner in the ensemble be

weak.
ModelK)
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Fig. 4 GrowNet

B. TabNet
tl;dr: TabNet is a deep leaning model for tabular data, designed with the ability to represent hierarchical
| relationships and draws inspiration from decision tree models. It has yielded superior results on many real-
world tabular datasets.

hars

~Z o\
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Neural networks are famously bad at modelling tabular data, and the accepted explanation is because
their structure — very prone to overfitting — instead succeeds in recognizing the complex relationships of
specialized data, like images or text.

Decision-tree models like XGBoost or Adaboost have instead been popular with real-world tabular data,
because they split the feature space in simple perpendicular planes. This level of separation is usually fine
for most real-world datasets; even though these models, regardless how complex, make assumptions about
decision boundaries, over fitting is a worse problem. Yet for many real-world datasets, decision-tree
models are not enough and neural networks are too much. TabNet was created by two Google researchers
to address this problem. The model relies on a fundamental neural network design, which makes decisions
like a more complex decision tree.
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Fig. 5 Simple decision tree-like neural network. The real TabNet architecture is deeper and the left
model’s division of the feature space, which is much like how a decision tree would split the feature space.

Furthermore, TabNet is trained in two stages. In the unsupervised pre-training stage, the model is trained
to predict masked values in the data. Decision-making layers are then appended to the pretrained encoder
and supervised fine-tuning takes place. This is one of first instance of incredibly successful unsupervised
pre-training on tabular data. Critically, the model uses attention, so it can choose which features it will
make a decision from. This allows it to develop a strong representation of hierarchical structures often
present in real-world data. These mechanisms mean input data for TabNet need no processing whatsoever.
TabNet is very quickly rising among data scientists; almost all of top-scoring competitors in the
Mechanisms of Action Kaggle competition, for instance, incorporated TabNet into their solutions. Because
of its popularity, it has been implemented in a very simple and usable APL
This represents a broadening of deep learning past extremely specialized data types, and reveals just how
universal neural networks can be.

C. EfficientNet

tl;dr: Model scaling to improve deep CNNs can be unorganized. Compound scaling is a simple and
effective method that uniformly scales the width, depth, and resolution of the network. EfficientNet is a
simple network with compound scaling applied to it. and yields state of the art results. The model is
incredibly popular in the image recognition work.

Deep convolutional neural networks have been growing larger in an attempt to make them more
powerful. Exactly how they become bigger, though, is actually quite arbitrary. Sometimes, the resolution
of the image is increased (more pixels). Other times, it may be the depth (# of layers) or the width (# of
neurons in each layer) that are increased.

Compound scaling is a simple idea: instead of scaling them arbitrarily, scale the resolution, depth, and
width of the network equally.

If one wants to use 2° times more computational resources, for example;

increase the network depth by o times
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increase the network width by p? times

increase the image size by y* times

The values of «, B, and y can be found through a simple grid search. Compound scaling can be applied
to any network, and compound-scaled versions of models like ResNet have consistently performed better
than arbitrary scaled ones.

The authors of the paper developed a baseline model, EfficientNetB0, which consists of very standard
convolutions. Then, using compound scaling, seven scaled models — EfficientNetB1 to EfficientNetB7
— were created.

The results are amazing — EfficientNets were able to perform better than models that required 4 to 7
times more parameters and 6 to 19 times more computational resources. It seems that compound scaling is
one of the most efficient ways to utilize neural network space.

EfficientNet has been one of the most imporfant recent contributions. It indicates a turn in re~.earch
towards more powerful but also efficient and practical neural networks.
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Fig. 6. EfficientNet

D. The Lottery Ticke! Hypothesis

tl;dr: Neural networks are essentially giant lotteries; through random initialization, certain subnetworks
are mathematically lucky and are recognized for their potential by the optimizer. These subnetworks
(*winning tickets’) emerge as doing most of the heavy lifting, while the rest of the network doesn’t do
much. This hypothesis is groundbreaking in understanding how neural networks work.

Why don’t neural networks overfit? How do they generalize with so many parameters? Why do big
neural networks work better than smaller ones when it is common statistics principle that more parameters
= overfitting?

“Bah! Go away and shut up!” grumbles the deep learning community. “We don’t care about how neural
networks work as long as they work.” Too long have these big questions been under-investigated.

One common answer is regularization. However, this doesn’t seem to be the case — in a study
conducted by Zhang et al., an Inception architecture without various regularization methods didn’t perform
much worse than one with. Thus, one cannot argue that regularization is the basis for generalization.

Neural network pruning offers a glimpse into one convincing answer.
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With neural network pruning, over 90 percent — in some cases 95 or even 99 percent — of neural
network weights and neurons can be eliminated with little to no loss on performance. How can this be?

Imagine you want to order a pen on Amazon. When the delivery package arrives, you find it is in a large
cardboard box with lots of stuffing inside it. You finally find the pen after several minutes of searching.

After you find the pen, the stuffing doesn’t matter. But before you find it, the stuffing is part of the
delivery. The cardboard box with the stuffing is the neural network, and the pen is the subnetwork doing
all the real work. After you locate that subnetwork, you can ditch the rest of the neural network. However,
there needs to be a network in the first place to find the subnetwork.

Lottery Ticket Hypothesis: In every sufficiently deep neural network, there is a smaller subnetwork that
can perform just as well as the whole neural network.

Weights in the neural network begin randomly initialized. At this point, there are plenty of random
subnetworks in the network, but some have more mathematical potential. That is, the optimizer thinks it is
mathematically better to update this set of weights to lower the loss. Eventually, the optimizer has
developed a subnetwork to do all the work: the other parts of the network do not serve much of a purpose.

Each subnetwork is a “lottery ticket’, with a random initialization. Favorable initializations are ‘winning
tickets’ identified by the optimizer. The more random tickets you have, the higher probability one of them
will be a winning ticket. This is why larger networks generally perform better.

This hypothesis is particularly important to proposing an explanation for the Deep Double Descent, in
which after a certain threshold, more parameters yields a better generalization rather than less.

The Lottery Ticket Hypothesis is one giant step forward towards understanding truly how deep neural
networks work. Although it’s still a hypothesis, there is convincing evidence for it, and such a discovery
would transform how we approach innovation in deep learning.

E.  The Top-Performing Model With Zero Training

tl;dr: Researchers developed a method to prune a completely randomly initialized network to achieve
top performance with trained models.

In close relationship with the Lottery Ticket Hypothesis, this study explores just how much information
can lie in a neural network. It’s common for data scientists to see “60 million palameters and
underestimate how much power 60 million parameters can really store.

In support of the Lottery Ticket Hypothesis, the authors of the paper developed the edge-popup
algorithm, which assesses how ‘helpful” an edge, or a connection, would be towards prediction. Only the
k% more ‘helpful’ edges are retained; the remaining ones are pruned (removed).

Using the edge-popup algorithm on a sufficiently large randoin neural network yields results very close to,
and sometimes better than, performance of the trained neural network with all of its weights intact. That’s
amazing — within a completely untrained, randomly initialized neural network lies already a top-
performing subnetwork. This is like being told that your name can be found in a pretty short sequence of
random letters..

This study is more of a question than an answer. It points us in an area of new research: getting to the
bottom of exactly how neural networks work. If these findings are universal, surely there must be a better
training method that can take advantage of this fundamental axiom of deep learning waiting to be
discovered.

V. APPLICATIONS OF DEEP LEARNING

A. Automatic Speech Recognition (ASR)

Google has announced that Google voice search had taken a new turn by adopting Deep Neural
Networks (DNN) as the core technology used to model the sounds of a language in 2012 [8]. DNN
replaced Gaussian Mixture Model which has been in the industry for 30years. DNN alsc has proved that it
is better able to measure which sound a user is fabricating at every instant in time and with this they
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delivered prominently increased speechrecognition accuracy.In 2013, DL has gained full momentum in
both ASR and ML [9]. DL is basically linked tothe use of multiple layers of nonlinear transformations to
derive speech features, whilelearning with shallow layers comprises the use of exemplar-based
representations for speechfeatures which have high dimensionality but typically vacant entries.
B. Image Recognilion

Deep max-pooling convolutional neural networks is used to detect mitosis in breasthistology. images
was presented in [10]. Mitosis detection is very hard. In fact, mitosis is acomplex process during which a
cell nucleus undergoes various transformations. In thisapproach, DNN as powerful pixel classifier which
operates on raw pixel values and nohuman input is needed. Hence, DNN automatically learns a set of
visual features from thetraining data. DNN is tested on a publicly available dataset and significantly
outperformsall competing techniques, with manageable computational effort: processing a 4MPixelimage
requires few minutes on a standard laptopLarge and deep convolutional neural network is trained to
classify the 1.2 million highresolution images in the ImageNet LSVRC-2010 contest into 1000 different
classes [11].0n the test data, they achieved top-1 and top-5 error rates of 37.5% and 17.0% which
isconsiderably better than the previous state-of-the-art. From all the experiments, the resultscan be
improved simply by waiting for faster GPUs and bigger datasets to become available.
¢ Natural Language Processing

Recently, deep learning methods have been successfully applied to a variety of languageand information
retrieval applications. By exploiting deep architectures, deep learningtechniques are able to discover from
training data the hidden structures and features a different levels of abstractions useful for the any tasks. In
2013, [12] proposed a series of Deep Structured Semantic Models (DSSM) for Web search. More
specifically, they uses a DNN to rank a set of documents for a given query as follows. First, a non-linear
projection is performed to map the query and the documents to a common semantic space. Then, the
relevance of each document given the query is calculated as the cosine similarity between their vectors in
that semantic space. The neural network models are discriminatively trained using the click-through data
such that the conditional likelihood of the clicked document given the query is maximized. The new
models are evaluated on a Web document ranking task using a real-world data set. Results show that the
proposed model significantly outperforms other latent semantic models, which were considered state-of-
the-art in the performance prior to the work presented in [12].
D. Drug Discovery and Toxicology

Quantitative Structure Analysis/Prediction Studies (QSAR/QSPR) attempt to build mathematical models
relating physical and chemical properties of compounds to theirbchemical structure. In [13], multi-task
learning is applied to QSAR using various neural network models. They used an artificial neural network
to learn a function that predicts activities of compounds for multiple assays at the same time. The method
is compared with alternative methods and reported that the neural nets with multi-tasking can lead to
significantly improved results over baselines generated with random forests. In 2015, AtomNet has been

_introduced as first structure-based, deep convolutional neural network which designed to predict the

bioactivity of small molecules for drug discovery applications [14]. This paper also demonstrates how to
apply the convolutional concepts of feature locality and hierarchical composition to the modeling of
bioactivity and chemical interactions. AtomNet outperforms previous docking approaches on a diverse set
of benchmarks by a large margin, achieving an AUC greater than 0.9 on 57.8% of the targets in the DUDE
benchmark. :
E. Customer Relationship Management

A framework for autonomous control of a customer relationship management system been charted by
[15]).First, a modified version of the widely accepted Recency-FrequencyMonetary Value system of
metrics can be used to define the state space of clients or donors is explored. Second, a procedure to
determine the optimal direct marketing action in discrete and continuous action space for the given
individual, based on his position in the state space is described. The procedure involves the use of model-
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free Q-learning to train a deep neural network that relates a client's position in the state space to rewards
associated with possible marketing activities. The estimated value function over the client state space can
be interpreted as customer lifetime value (CLV), and thus allows for a quick plug-in estimation of CLV for
a given client. Experimental results are presented, based on Knowledge Discovery and Data Mining Tools
Competition, mailing dataset of donation solicitations.
F. Recommendation Systems

Automatic music recommendation has become an increasingly relevant problem in recent years, since a
lot of music is now sold and consumed digitally. Most recommender systems rely on collaborative
filtering. In 2013, [16] proposed to use a latent factor model for recommendation, and predict the latent
factors from music audio when they cannot be obtained from usage data. Traditional approach is compared
using a bag-of-words representation of the audio signals with deep convolutional neural networks, and the
predictions is evaluated by quantitatively and qualitatively on the Million Song Dataset. The result shows
that the recent advances in DL translate very well to the music recommendation setting, with deep
convolutional neural networks significantly outperforming the traditional approach. Recent online services
rely heavily on automatic personalization to recommend relevant content to a large number of users. This
requires systems to scale promptly to accommodate the stream of new users visiting the online services for
the first time. Work by [17] in 2015 proposed a content-based recommendation system to address both the
recommendation quality and the system scalability. They also proposed to use a rich feature set to
represent users, according to their web browsing history and search queries. They use a DL approach to
map users and items (o a latent space where the similarity between users and their preferred items is
maximized. Scalability analysis show that the multi-view DNN model can easily scale to encompass
millions of users and billions of item entries.
G. Bioinformarics

The annotation of genomic information is a major challenge in biology and bioinformatics. Existing
databases of known gene functions are incomplete and prone to errors, and the bimolecular experiments
needed to improve these databases are slow and costly. While computational methods are not a substitute
for experimental verification, they can help in two ways: algorithms can aid in the curation of gene
annotations by automatically suggesting inaccuracies, and they can predict previously-unidentified gene
functions, accelerating the rate of gene function discovery. In this work [18], an algorithm that achieves
both goals using deep auto encoder neural networks is developed. With experiments on gene annotation
data from the Gene Ontology project, it shows that deep auto encoder networks achieve better
performance than other standard machine learnin methods, including the popular truncated singular value
decomposition.

] VI. CONCLUSIONS

Deep learning is continuously evolving faster; still, there are a number of problems to deal with and can
be solved using deep learning. Even though a full understanding of the working of deep learning is still a
mystery, we can make machines smarter using deep learning, sometimes even smarter than human. Now,
the aim is to develop deep learning models that work with mobile to make the applications smarter and
more intelligent. Let deep learning be more devoted to the betterment of humanity thus making our
domain a better place to live. we have touched most of the sensitive applications of deep learning
including computer vision, pattern recognition, speech recognition, virtual assistant, driverless car,
personisation, etc. Along with applications we also put light on the challenges in deep learning for the
successful implementation of these applications. With the fast development of hardware resources and
computation technologies, we are confident that deep neural networks will receive wider attention and find
broader applications in the future. Still there is vast scope for further extensive research. In particular,
more work is necessary on how we can adapt Deep Learning algorithms for problems associated with Big
Data with high dimensionality, sparcity, streaming data analysis, scalability of Deep Learning models
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improved formulation of data abstractions, distributed computing, semantic indexing, data tagging,
information retrieval, criteria for extracting good data representations, and domain adaptation. Future
works should focus on addressing one or more nflhcse problems often seen in Big Data.
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Abstract— As the 10T is gaining popularity there is a requirement Jor a technology which can support large amounts of data
(ransmission efficiently and at very high bandwidth. The existing 4G nenworks have been widely used in the Internet of Things (IoT) and is
continuously evolving to match the needs of the future Internet of Things (TloT) applications. The 3G networks are expecled io massive
expand today's loT that can boost cellular operations, loT security, and network challenges and driving the Internet future to the edge. The
existing loT solutions dre facing a mum ber of challenges such as large number of connection of nodes, security, aid new standards. In the
near future, i.e. next gen 10T devices, some of the prime objectives or demands that need (o be addressed are increased capacity, improved
data rate, decreased latency. The development of next generation wireless mobile communication technology namely, 3G which promises
to fulfill the needs of complex IOT architectures. This paper focuses on the 5G-10T architecture, Requirements in 3G enabled IoT, Key
enabling technolagies in 3G-IoT, Opportunities and challenges of 5G in [OT, The Impact of 5G on lo, Applications of 3G -I0T.
Keywords—I10T, 5G, WNFV

1. INTRODUCTION

Over the past few decades, the Internet of Things (10T) has revolutionized the pervasive computing with multitude
of applications built around various types of sensors. A vast amount of activity is seen in loT based product. With
most of the issues at device and protocol levels solved during the past decade, there is now a growing trend in
integration of sensors and sensor based systems with cyber physical systems and device-to-device (D2D)
communications. 5th generation wireless systems (5G) are on the horizon and IoT is taking the center stage as
devices are expected to form a major portion of this 5G network paradigm. ToT technologies such as machine to
machine communication complemented with intelligent data analytics are expected to drastically change landscape
of various industries. The emergence of cloud computing and its extension to fog paradigm with proliferation of
intelligent ‘smart' devices is expected to lead further innovation in IoT. Communication technology is a critical
component of the Internet of Things (1oT) technology. The interconnection of devices in the Internet of Things is
via various networks. The newly developed 5G connectivity technology is critical in the realm of ToT [1, 2]. The
evolving of fifth generation (5G) networks is becoming more readily available as a major driver of the growth of
IoT applications. New applications and business models in the future 10T require new performance criteria such as
massive connectivity, security, trustworthy, coverage of wireless communication, ultra-low latency, throughput,
ultra-reliable, et al. for huge number of ToT devices. In the last few decades, wireless technology has advanced
significantly. The first generation (paging services) was followed by the second and third generations (voice and
message services, as well as Internet access). and subsequently by the fourth generation (4G or Long Term
Evolution [LTE]) with video streaming capabilities. The fifth-generation (5G) of mobile com munications is now
accessible worldwide. The potential presented by 5G technology is undeniably exciting; yet, the technology's
adoption is fraught with difficulties and hazards. 5G technology is integrating with the internet of things.
Businesses and individuals in cities with mature cellular infrastructure will benefit first from 5G, and loT
advancements will be inextricably linked to this latest generation of cellular networking. Similar to how 4G and
LTE enhanced the user experience for personal area networks (PANs) and wide area networks (WANs), 5G
promises to do the same for both.[11] This paper summarizes requirements, technologies used, architecture,
opportunities and challenges associated with the Internet of Things (IoT) in 5G wireless networks.

2. REQUIREMENTS OF SG ENABLED IoT

With the drastic increase in the total data traffic, 5G networks must urgently provide high data rates,
seamless connectivity, robust security and ultra-low latency communication. In addition, with the emergence of
the internet-of-things (IoT) networks, the number of connected devices to the internet is increasing dramatically.
This fact implies not only a significant increase in data traffic, but also the emergence of some [0T services with
crucial requirements. As shown in Fig. 1, such requirements include high data rates, high connection density, ultra
reliable low latency communication (URLLC) and security. The required connection density needs to be achieved
with quality of service in such a way that at least 99% of the packets get a successful receipt within 10s.
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For higher data rate in 5G enabled 10T, non-orthogonal multiple access (NOMA) is considered as
promised technology.

Ultra-Reliable Low Latency Communications (URLLC), a subset of the 5G network architecture, ensures
more efficient scheduling of data transfers, achieving shorter transmissions through a larger subcarrier, and even
scheduling overlapping transmissions.

./’-F__

High Connection| High Data
Density Rate

e

Requirements
of 3G Enabled
IoT

L™

Security

S~

Ultra Relaible
Low Latency
Communication

Figure 1. Requirements of 5G Enabled loT

3, KEY ENABLING TECHNOLOGIES IN 5G-10T

The key enabling technologies used in 5G networks include Nano chips, Device-to-device (D2D) communication,
Machine-to-machine (M2M) communication, Millimetre Wave, Wireless Software-Defined Networking
(WSDN),Mobile cloud Computing, Quality of Service (QoS). Wireless Network Function Virtualization (WNFV),
Vehicle-to-everything (V2X), Full-Duplex and Green Communication, Advanced Spectrum Sharing and
Interference Management (Advanced SSIM, Mobile Edge Computing, Data Analytics and Big Data, Security and
private Forensic. Some of the key technologies are explained below.

Nano-chip: Over the past two decades, Nano-Chip based devices have found general applications in the analysis of
biological and chemical samples. A tiny chip, which puts under the skin and by an electric field, reprogrammed
cells could be an invention in the form we heal injured or aging tissue. Researchers say Nano-chip could cure
injuries or with one touch, regrow organs. However, the usage of Nano-chip based devices will not be limited to
medical applications; for

example, this technology could be used in military and home automation applications which will cover the huge
part of IoT applications.[3]

Millimeter Wave (mmWave): In last decade, the accessibility of frequency spectrum below 6 GHz bands have
been coming down and the request for higher data rate is rising. The higher frequencies such as the millimeter wave
(mmWave) which it frequency bands is above 24 GHz have been recommended as candidates for future 5G IoT
applications because larger bandwidth could be considered to improve the capability and permit the users to use
very high data rates for short range applications [4]. The frequency band of 24 28 GHz has exploited as one of the
considered bands for 5G-IoT applications [5].

Direct Device to Device (D2D) Communication: Direct Device-to-Device (D2D) Communication has designed
as a new way for short-range data transmission, which will benefit the SG-IoT with lower power consumption,
better QoS for users and load balancing. The traditional Macro-cell Base Station (MBS) has considered supplying
low power BS, However, D2D enable information transmissions between edge user equipment without of BS and
serves as a “Cell Tier” in 5G-IoT.[3]

Machine-Type Communication (MTC): Machine-type communications (MTC) or machine-to-machine
communications (M2M) represent automated data communications between the elemental infrastructure of data
transport and dguiees~Lhe data communications developed right between two MTC devices, or between an MTC
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devices to mission critical services. Cellular systems (especially 5G) has considered as an important candidate to
provide connectivity for MTC devices. MTC devices are more becoming an essential part of our lifestyle. The high
data rate support and other salient features of MTC appear situation that 5G-Plus- HetNet has seen as a strong
technology solution in 5G-IoT to the increasing data transfer demands from MTC devices.

Wireless Software-Defined Networks (WSDN): Wireless Software-Defined Networking (WSDN) is new
technology that approaches to mobile cloud computing which aids network management and enables network
configuration instead of improving network performance or network monitoring. The current networks require
more flexibility and easy troubleshooting; to reach this subject, SDN breaks the vertical assimilation of traditional
networks and through the centralized network control provide the flexibility to program the network. SDN is able
to adapt the parameters of its network on the fly based on its operating conditions [33]. The 5G networks can be
implemented through WSDN paradigm to provide faster and scalable 5G-IoT systems.

Wireless Network Function Virtualization (WNFV): Wireless Network Function Virtualization (WNFV) refer
to network services and functions to wirelessly view network resources, such as databases, routers, links, and data,
in a way that is separate from the general physical infrastructure, and to use these resources as service requirements
as it needs. The WNFV separate a physical network into various virtual networks, therefore the devices can be
reconfigured to organize various networks according to the requirements of applications. The WNFV as a
supplementary to the 5G qetworks will enable the virtualization of the whole network functions for simplifying the
deployment of 5G-ToT. The WNFV provides the scalable and flexible network for 5G-IoT applications, which will
enable a customized network to create programmable networks for 5G-loT applications. [3].

Mobile Cloud Computing (MCC): The cloud computing is an encouraging computing paradigm in the academia
and industry, which refers to leverage virtualization technologies provide a variety of deployment models and
service models, from public clouds to private ones, and from Infrastructure as a Service model to Software. Also,
the cloud computing provides computing resources like processor, storage, and networks as a service. The benefits,
such as efficient capability, on-demand self-service, accessibility, and scalability make cloud computing a
computing resource, opportunity for mobile devices.

4. ARCHITECTURE OF 5G-10T

In this section, an architecture that is suitable for the requirements of upcoming loT applications and

Services is explained. The new architecture is developed based on the Technologies like Nano chip, millimeter
wave, Mobile Edge computing, Mobile Cloud Computing, Heterogeneous Networks (Het-Net), Direct Device to
Device (D2D) Communication, Wireless Software-Defined Networks (WSDN), Machine-Type Communication
(MTC), Wireless Network Function Virtualization (WNFV), Data analytics and Big Data etc fo provide a more
sustainable, scalable, and mobile ToT ecosystem. The architecture is called as the 5G-IoT, which have following
features, Modular, Efficient, Agile, Scalable, Simple, responsive to high demands. :
The architecture consists of eight interconnected layers with two-way data-exchange capability as shown in Figure
1. The second layer and fifth layer consist of two and three sublayers,respectively, and the security layer covers all
other layers. These layers are selected to provide the best performance and maintain the modularity of the
architecture simultaneously. The new technologies presented are embedded in the design of this architecture to
address the mentioned future challenges. The technologies with completely separate functionalities are embedded
in different layers for ease of analysis, scalability, and modularity[ 12]. Different layers are explained below.
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5G-1oT Architecture

Figure 1. 5G-loT architecture.

Physical Device Layer: This layer consists of wireless sensors, actuators, and controllers, which actually are the
Physical devices called as “things” in IOT. In this layer, small size devices such as Nano-Chips are to be
employed to increase computational processing power and to reduce power consumption. Nano- Chips are able to
produce a high amount of initially processed data which is suitable for Big Data at data analytic layer (layer 7).

Communication Layer: This layer consist of two sublayers. D2D Communication and Connectivity layers.
Direct Device To Device (D2D) Communication Sub-Layer: Due to the increasing processing power and
intelligence of physical devices (nodes), they contain their own identity and personality and generate their own
data. To increase the efficiency and capabilities of the IoT systems, these devices should form a HetNet to
communicate each other. Up-to-date communication protocols of the wireless sensor network (WSN) are
exploited in this sub-layer.

One of the most important technologies which improves this sub-layer is the mm Wave. In addition, at this sub-
layer, 5G is another optional technology which is able to enhance the D2Dcommunication. The 5G has considered
as an important candidate to provide connectivity for MTC devices. The high data rate support and other salient
features of MTC make a situation that 5G-Plus-HetNet has been considered as a strong technology solution in the
5G-1oT architecture.

Connectivity sub-layer:. In this sub-layer, devices are connected to communication centers, such as BSs. Also,
they send and analyze their data through the centers by the Intranet connection to the storage unit. Another
technology of this sub-layer is Advanced SSIM. By this technology, the IoT devices attain the capability of
choosing suitable spectrum (frequency bands) with sufficiently low interference. In near future, deployment of the
5G makes a great evolution at this sub-layer in the sense of reliability, performance, and agility.

Edge (Fog) Computing Layer: The function of this layer to edge process the data by nodes or their leaders in
order to make decisions at the Edge level. With the introduction of 5G technology and the rise of mobile devices
(such as smartphones), MEC technology will be more powerful to overcome the challenges, and will significantly
contribute at this layer.

Data Storage layer: This layer provides data storage units in which the information obtained from edge
processed information and raw data is stored. This layer requires security and also should be responsive to the
huge data volume and traffic of futtre-applications.
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Management Service layer: This layer consist of three sub-layers as follows:

Network Management Sub-Layer: Network management involves changing the type of communication
between devices and data centers. fit

Cloud Computing Sub-Layer: In this sub-layer, data and information from the edge computing are (re)processed
in the cloud so that final processed information can be derived.

Data Analytics Sub-Layer: In this sub-layer. new methods of data analytics and enhanced Big Data algorithms
are employed to produce value (manipulatable information) from raw data.

Application Layer: In this layer, Software interacts with previous layers and data, which is at rest, so it is not
necessary to operate at speed of the network. Applications layer let the business people do the right thing at the
right time by the right data.

Collaboration and Processes Layer: The loT system and the information arrives from the previous layers are
not useful unless it produces an act. People use applications and associated data for their particular needs.
Sometimes, multiple individuals use the same application for different purposes. In fact, individuals must be able
to collaborate and communicate to make the [oT serviceable.

Security Layer: This layer covers and protects all previous layers but each section (the intersection of this layer
with another layer) has its own. functionality. The security layer provides various terms of security features
including data encryption, user authentication, network access control and cloud security. In addition, security
layer also prevents and anticipates the dangers and cyber-attacks, including the forensics to detect the type of
attack and fail them.

5. OPPRTUNITIES AND CHALLENGES IN 5G-10T

Opportunities of 5G in IOT:

When compared to previous generations, 5G technology is capable of significantly greater performance. Under
optimum conditions, it produces the best results. Download speeds of up to 20 gigabits (GB) per second, which is
200 times faster than current 4G technology: In comparison to 4G technology, which has a latency of 50
milliseconds or more, 5G technology has a latency of less than one millisecond (the time it takes to send data from
the source to the destination); and a significant increase in connection density from the current norm of 2,000
devices per km2 to one million devices per km2 [8].As a result of this enhanced performance, several existing and
future technologies will accelerate growth, including the Internet of Things (IoT), which comprises things (such as
appliances) that can interact with one another over the Internet.

Among other things, the ability to slice networks will be provided by 5G technology, which will enable a single
physical infrastructure to serve several logical networks. As a result, an Internet service provider may offer a
range of services with variable performance characteristics (for example, download speed, latency, or download
use limits) via the -same physical network to meet the demands of various clients. On the other side, network
slicing may not be fully compatible with the current concept of net neutrality, and the federal government may
need to determine if this is permissible under existing law. Canada and other nations might see significant
economic benefits from the deployment of 5G technology. India would require as much as 22 million or 2.2 crore
skilled manpower by 2025 as the country inches closer to the fifth-generation or 5G-centric technologies such as
Internet of Things (IoT).
To be sure, the Organization for Economic Cooperation and Development states that the extent to which 5G
technology benefits society will be decided by the speed with which it can be developed and deployed, as well as
the speed with which the regulatory environment can be reformed[7,8].

Challenges of 5G in IOT: . :

The global growth of [oT is projected to necessitate the development of future SG mobile networks with billions
of connected smart objects and sensors. There will be real-time

loT application cases to aid in the creation of a realistic portrayal of mission-critical. From vehicle-to-
infrastructure communications to automated responses. Vehicle-to-vehicle

(V2V) communication and movement at high speeds, as well as a Process control system. The internet of things
includes sensor nodes called motes that are capable of performing certain tasks and collecting data. Then transmit
this data across the network to the embedded system for additional processing and analysis [7]. Security is the
most promising challenge; for -5G-IOT. Managing security issues has always been a critical component of
establishing a foothakl i the-. iéalm of 10T [9]. The need of protecting and securing loT devices cannot be
overstated these § { as the m&ﬁ@"of loT devices grows rapidly not only in"common/private areas but also in
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contemporary places. As IoT is the execution and synthesis of many enhancements and foundations, the IoT
framework that utilizes these breakthroughs acquires all security challenges and risks associated with each
organization's innovations, This implies that security risks exist at all tiers of an IoT design. [oT frameworks have
outstanding characteristics that enable the creation of new types of security offers that are not

available in conventional businesses. The majority of gadgets that operate at the sensor/actual layer of an IoT
framework have limited processing power and storage capacity; as a result, typical security measures such as
public-key encryption and spread-range processes cannot be used by all endpoints. Despite the growing number of
(Industrial) loT applications, there is still no widely accepted standard for loT frameworks.

6. THE IMPACT OF 5G ON 10T

Today, disconnected networks are a major challenge for loT technologies. The capacity of 3G to transmit data
more rapidly and allow more connections will help at once address this issue as well as simplify the management
of connected devices. In contrast, 5G will be able to process data quickly using 4G/LTE networks, which has been
a challenge for [oT solutions. The result was a long delay from the time the data was sent to the time it was
received. The 5G connectivity would allow everyone to understand the IoT technology’s strength. As of now,
loT’s potential is enormous, but the real networking must come to fruition with 5G technology. Using sensors,
“Smart” apps can easily transmit data even from thousands of miles away. The implications on an individual and
municipal scale are endless. The ‘smart’ city has become a reality that will reap the rewards for both local
businesses and residents [10].

5G will make it possible for companies investing in IoT technology or creating IoT-based platforms to have many
of the desired specifications. Better connectivity, lower latency and faster connection mean more people can
transmit more data at the same time. As a result, 10T solutions will grow companies constantly without thinking
about disconnected networks that have plagued loT developments so far.5G facilitates the development of ToT
applications to help all.

7. APPLIVATIONS OF 5G-IOT

5G and IoT together would also help to put cach product on the shelves to the Internet. Consumer products do not
need to be continuously connected to the Interrtet as hardware devices, but they can send and receive data about
themselves as connected smart products based on event-based experiences with clients and other entities through
scanning, RFID readers, NFC tags and more [10]. The current wireless infrastructure is not up to the task of
dealing with so many network devices, but 5G will make it possible. Smart Packaging and Digital Labels can
transform the way retailers manage inventory and logistics and provide a hotbed of imagination to use them as a
way to interact with consumers in a creative manner. 4G does not manage data load from the 132 M. Khuntia et
al. ever-increasing number of online sensors and connected devices, limiting what IoT can actually do. The 5G is
the ideal enabler for the Internet of Things with its high data speed, low latency, increased mobility, low energy
consumption, cost efficiency and the ability to handle much larger devices. 5G can play a major role not only in
transforming the way we communicate but also in changing industry and society. There are a number of
companies in which 5G as well as IoT can cause interruption together, that are:

1. Self-driving cars: Sensors generate large quantities of data on self-driving cars, temperature measurement,
traffic conditions, weather, GPS location, etc. The collection and assimilation of each quantity of data require a
great deal of energy. These cars also heavily relay on real-time information transmission in order to provide
optimum services. Nevertheless, with high-speed communication and low latency, this intelligent care will be able
to collect all kinds of data on an ongoing basis, including time-critical data on which algorithms will work
independently

to keep track of the working condition of the car; and improve future designs.

2. Healtheare: As all types of medical devices are powered by IoT, changes in their services will also be seen in
the medical field. Notwithstanding proper healthcare infrastructure, the IoT link will greatly benefit rural areas
and other similar remote locations. With such low latency, it becomes an option to provide world-class health care
services such as remote surgery.

3. Logisties: 5G networking will improve end-to-end logistics operations with advanced loT monitoring sensors.
High speeds and low latency will not only Allow data to be obtained in real-time, but also enable energy
efficiency to generate more diverse information at all points within a supply chain for a very long time. A buyer
would have access 1o detﬂiled information such as where the fish she had just bought was caught, the temperature
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4. Smart cities: SG will allow broader applications from water and waste management to smart city projects,
traffic control to enhanced facilities for health care. Smart cities will benefit from the benefits of the new
generation network as more and more devices teach urban infrastructure. Not only will 5G be able to handle the
massive data load, it will also make it a reality to incorporate multiple smart systems that continuously interact
with each other, bringing a truly connected city’s dream closer.

5. Retail: As they attempt to shape customer engagement and experience through mobile phones, retail ToT will
see a positive impact from 5G’s arrival. Improved connectivity and a larger number of network-connected devices
would allow new and innovative ways of engaging consumers to engage faster with shoppers through better
digital signage. With increased reality and virtual reality, it will become more popular. Retailers will be able to
enhance the shopping experience by implementing omni channel sales activities more efficiently.

6. Automotive: It is one of the main uses of SG connecting cars to Augmented Reality (AR) and Virtual Reality
(VR). Enhanced vehicle communication Impact of Internet of Things (IoT) on 5G 133 services will include direct
vehicle-to-pedestrian and vehicle-to-infrastructure communication, as well as autonomous driving communication
that is network friendly. Supported use cases would concentrate on vehicle comfort and safety, including real-time
communication of purpose, route planning, organized driving and community updates.

7. Industrial: By incorporating 5G security into the core network architecture, we would also provide an
extremely secure network for industrial [oT.The Impact of 5G on [oT

8. CONCLUSION

The 5G provides features that can satisfy the requirements of the future IoT, however, it also opens new set of
interesting research challenges on the architecture of 5G-IoT, trusted communications between devices, security
issues, etc. The 5G-1oT integrates a number of technologies and is creating significant impact on applications in
IoT. As of now, 10T’s potential is enormous, but the real networking must come to fruition with 5G technology.
This paper reviews the recent research on both 5G and IoT. We firstly introduce the background and current
research on 5G and IoT. Then, we analyse the new requirements in 5G enabled loT. Afterwards, we detailed the
key techniques in 5G-IoT and analysed the challenge and trends of the future ToT. We also detailed impact of 5G
on 10T and applications of 5G IOT.
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The present studies focus on the characteristics of binary and ternary concrete
in plastic and hardened stage for a mix of grade M25. Two mineral admixtures
were used, sugarcane bagasse ash (SCBA) and ground granulated blast furnace
slag (GGBFS). In preparing binary and ternary blended concrete, these
admixtures partially substituted cement. Cement was replaced with SCBA and
GGBFS, with the substitution percentage being 15%, 20%, 25%, and 30% by
mass. Fresh properties were evaluated in terms of slump cone and setting time,
Moreover, the mechanical characteristics were assessed concerning the

Keywords: ; L : :
strength of concrete in compression, split, and flexure. The microstructural
; properties were investigated in terms of scanning electron microscope (SEM)
n rn = : 3
Blpary and ternayy images. The experimental result indicated that the inclusion of SCBA and
blended concrete; g e ¥ : ; )
SCBA: GGBFS improves workability and strength in compression while strength in the
GGB!-:S' split and flexural hampered in binary as well as ternary concrete.
Fresh properties;
Mechanical properties;
Microstructural
properties
© 2023 MIM Research Group. All rights reserved.
1. Introduction

Ordinary Portland cement (OPC) is the world's leading cement. According to statistics
from the US. government, approximately 4.1 billion tonnes of OPC were generated
globally in 2015 alone. Since the creation"of concrete, OPC has been integrated as the
primary binder material [1]. OPC's financial and environmental issues have motivated
scientists to find other product to replace OPC. Supplementary cement products are
helpful for concrete properties and play a role in some extra production of calcium
silicate hydrate (C-S-H) gel. The concept of partly substituting OPC with supplementary
products may be backed by the reality that's there a considerable quantity of unwanted
material generated by different sectors with appropriate characteristics for use in
concrete. These waste materials generally require a lot of effort and energy for disposal.
Among the most widely used industrial waste in concrete are fly ash and GGBFS, Along
with industrial waste, certain farming waste has revealed excellent performance when
utilized in concrete, such as rice husk ash (farming waste of the rice milling sector) [2].

Sugarcane crops are cultivated all over the world to produce sugar, ethanol,
and much more. The bagasse, waste material after drying in the sugar sector, is generally
used as fuel for boilers. Sugarcane bagasse ash is commonly found in boilers under non-
controlled burning situations. When the bagasse is heated under controlled
~ circumstances, it can genegate ash with more excellent amorphous silica[3]. GGBFS is a
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furnaces, producing molten irog and slag. Mostly silicates and alumina are included in the
molten slag. The slag granulation method inclydes refrigerating molten slag with water
jets with high pressure. This quickly quenches the formation of slag as well as granular
particles. The granulated slag is further dried and ground to an extremely fine particle in
a revolving ball mill called “GGBFS.” The variables determining a slag's cementitious
characteristics are the slag’s chemical composition and the fineness of the slag[4].

The employment of supplementary cementitious material considerably improves the
concrete microstructure. Reactive silica in these materials reacts with calcium hydroxide
when using pozzolanic materials and produces extra C-S-H gel. Due to pore enhancement
and extra C-S-H formation, concrete permeability is significantly reduced. Grinding of the
burnt sample of SCBA at 700°C presented maximum pozzolanic activi ty. SCBA in concrete
significantly enhance durability [5]. It has been shown to have greater strength in
compression at 20% substitution of cement with SCBA[6]. Besides the increase in
strength, there are cost savings of 35.62%, as noted by Tayyab Akram et al. [7].
Workability is seen to be increased up to 25% cement replacement, as noted by R.
Srinivasan et al. also, strength in compression, split and flexural increases up to 10%

replacement [8]. There will significantly enhance workability, compressive strength, and -

ténsile strength by using GGBFS and rice husk ash [9]. Moulshree Dubey et al. found the
addition of GGBFS and metakaolin in binary concrete enhances the concrete performance
[10]. G. C. Cordeiro et al. found significant pozzolanic activity corresponding to be
mechanical as well as a chemical method of evolution [11]. Noorul Amin et al. showed
activation of bagasse ash in which mechanical activation was done using grinding and
chemical by different alkalis, Strength increases with fineness and decreases by chemical
activation [12]. Chemical test outcomes indicate SCBA has pozzolanic characteristics
when burned at 700°C and sieved through a 45-micron sieve [13]. Setting time is slightly
affected by use of SCBA at 50% and strength in compression is up to 90% of reference
concrete for 50% replacement. There is an increase in durability properties especially
chloride ion penetration [14]. Strength in compression is higher for 10% substitution of
cement by SCBA while flexural strength is lower when revealed to temperature from
300°C to 500°C for two hours [15]. The influence of residual rice husk ash and SCBA in
binary and ternary blended concrete permitted attainment of high intensity of cement
substitution and retained steady or improved strength in compression [16]. Ashhad
Imam et al. developed several synergic equations using micro silica, marble dust, and rice
husk ash. These equations could explain the early and long-term strength [17]. Mateusz
Radlinski and Jan Olek used fly ash and silica fume in ternary concrete. They found
improved compressive strength and resistance to chloride ion penetration with a
reduced water adsorption rate [18]. G.C. Isaia et al. found increased pozzolanic and
physical effects when fly ash, rice husk ash, and limestone filler are increased in concrete,
These effects are higher at 91 days compared to 28 days [19]. Shweta Goyal et al. used
silica fume and fly ash with different water-cement ratios, along with water cured to
continuously air-cooled regime, and found the economic combination of silica fume and
fly ash [20]. There will be an increase in compressive and flexure strength when silica
fume and fly ash are used in concrete at a different water-cement ratio, as noted by
Muhannad Ismeik. At a later age, fly ash incorporation showed better results [21]. OPC
was substituted by ground fly ash and ground bagasse ash. Compressive strength at 20%
replacement by both ashes is similar to reference concrete; water permeability is
reduced, and resistance to chloride penetration is improved [22]. Microstructural studies
revealed that fly ash and bagasse ash fiber equally dispersed throughout the matrix. Both
strengths in compression and flexure decrease. Bagasse fiber exhibits better tensile
strength and decreased density [23]. Calcium carbide residue and bagasse ash mixture in

concrete reduce cement consumption up to 70% with similar mechanical properties [24]. =
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ternary systems, along with cement and fly ash [25]. There is a decrease in strength for
compression, flexure, and split at three days of curing but at 7, 28, and 90 days it
increases when GGBFS partially replaces cement. Abrasion resistance also increases with
curing age [26]. The flowability of ultra-high-performance concrete increases steadily
with GGBFS and fly ash content, Under standard curing, there is limited influence on
compressive strength by incorporating fly ash [27]. Workability decreases for 10% micro
silica and 30% GGBFS, while compressive strength is maximum for 5% microsilica and
30% GGBFS when used as a cementitious material in concrete [28]. The incorporation of
fly ash and GGBFS decrease permeability and improve sulfate attack resistance under any
curing condition [29]. It was found that compressive strength is maximum when
manufactured sand is used in concrete containing GGBFS. Abrasion resistance was
influenced by strength irrespective of GGBFS and manufactured sand content [30]. The
consistency of cement decreases with increases in GGBFS amount while workability and
setting time increases. GGBFS speeds up the hydration of OPC at the initial time of
hydration. Sulfate resistance is superior as compared with normal concrete [4].
€ompressive strength is seen to be maximum for 90 days of curing for cement
replacement by slag [31]. Zheng et al. used a fly ash and silica fume combination and
found a significantly higher strength retention ratio [32]. The mixture of calcium carbide
residue and fly ash was used by Kittiphong Amnadnua et al, who found improved
compressive strength with lower water permeability [33]. Liwa Mo et al. used ground
granulated blast furnace slag, fly ash, and magnesia and found the same or higher
mechanical strength at 28 days and 90 days [34]. The chloride permeability was low to
moderate when quarry dust powder, silica fume, and fly ash were used in concrete By
H.A.F Dehwah et al. [35].

2. Research Significance

The construction industry is currently concentrating on replacing cement with locally
available environmental friendly products. The main emphasis is on reducing the
quantity of consumption of cement content in the production of concrete, which in turn
decreases the release of greenhouse gases into the atmosphere. The utilization of these
products also assists in preventing the difficulties of disposal and landfill that cause
significant environmental problems. The use of these products in a lucrative manner as
an alternative to cement is essential for preserving sustainability. Many investigators
concentrated on alternative cemented materials and concluded that the usage of these
materials revealed improved strength along with durability properties. A comprehensive
analysis of the literature suggested that fly ash is a significant material used to replace
cement in mixed concrete partially. Only a few emphasized using SCBA as one of the
complementary cement components in producing cement concrete mixture together with
GGBFS. The application of these products is a significant benefit in environmental apd
economic terms. It also answers the problems of landfill and global warming and their
applicability in the construction sector. It is planned to consider the above aspects to
address the following issues. Whether the use of SCBA, a sugar industry by-product, along
with GGBFS, may or may not be used in the preparation of blended concrete mix? How
does this substitute affect the strength and microstructural properties?

3. Objectives and Methodology

The goal of the current research is to find out blended cementitious concrete via two
materials. The materials are SCBA and GGBFS. The mechanical and microstructural
eharacteristics are evaluated concerning the reference mix. To accomplish the research
goals, a comprehensive experimental program was scheduled. The research aims to
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concrete blend of target strength in compression of 25MPa was designed with no mineral
admixtures. Initially, sugarcane bagasse ash was optimized from 0 to 30% cement,
Ternary blended cement concrete mix proportion was established utilizing SCBA and
GGBFS as partial substitution of cement from 0 and 30%. This optimization method
substantially improves the volume of cement use and can decrease at least some quantity
of carbon dioxide released due to cement production. The mechanical and
microstructural properties were assessed and correlated with the reference mix. An
assessment of binary and ternary blended composite with reference mix was conducted
by evaluating mechanical performance by preparing cubes, cylinders, and standard-size
beams.

4. Materials and Mix Proportion

The materials utilized in this investigation are cement, aggregate, SCBA, GGBFS, and
water. OPC affirming 1S12269-1987 [36] was used in the investigation. The grade was 55,
and specific gravity was 3.15 having a setting time of 200 min as initial and 312 min as
final. The fine aggregate affirming Zone-II of 1S: 383-1970 [37] was utilized. The fine
aggregate so employed was obtained from the local river source. Well-graded crushed
granite having size confirming to IS: 383-1970 [37] was used, which was obtained from
the local crushing unit. The physical properties of fine and coarse aggregate are shown in
Table. 1. For this investigation, SCBA was collected from Prasad Sugar and allied Agro-
Products limited, Maharashtra (India). SCBA is burnt at 700°C for two hours in a muffle
furnace, and then ground to make it fine. The chemical properties of SCBA are presented
in Table 2.

Table 1. Physical properties of aggregate

Property Fine Aggregate Coarse Aggregate Coarse Aggregate
Particle Shape, Round,< 4.75 mm Crushed angular, Crushed angular,
’ Size = 20 mm 10 mm
Fineness modulus 6.63 ’ 6.79 6.57
Silt content (%) 1.0 Nil Nil
Specific Gravity 2.81 2.82 2.79
Surface moisture Nil Nil Nil
-
Water absorption
(%) 1 1.33 1.45

-

GGBFS was collected from Guru Corporation Ahmedabad, Gujarat (India). The chemical
properties of GGBFS are presented in Table 2. Portable water affirming to IS 456-2000
[38], was utilized for mixing and curing. Concrete mix design is done concerning the
Indian standard code [39] for M25 grade. A water-cement ratio of 0.5 was used. Mix
proportions for binary and ternary blended concrete are presented in Table 3.

Table 2. Chemical properties of SCBA and GGBFS

Content Si0; Al20z Fez0s Ca0 MgO S0s
SCBA 85.23 12.62 0.60 2.34 1.04 0.001
GGBFS 34.12 18.95 0.23 35.46 8.2 0.45
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Table 3. Concrete mix proportion for binary and ternary blended concrete

- Mix Cement SCBA GGBFS SCBA GGBFS
Designation (kg/m3) % % (kg/m3) (kg/m3)
- P 394.32 0 0 0 0
B15 368.69 15 0 65.06 0
B20 347.00 20 0 86.75 0
B25 325.31 25 0 108.44 0
B30 303.62 30 0 130.13 0
G15 368.69 0 15 0 6506
G20 347.00 0 . 20 0 86.75
G25 325.31 0 25 0 108.44
G30 303.62 0 30 0 130.13
_ B10G05 368.69 10 05 43.38 21.69
- B10G10 347.00 10 10 43.38 43.37
h B10G15 325.31 10 15 43.38 65.06
B10G20 303.62 10 20 43.38 86.75
B15G05 347.00 15 05 65.06 21.69
B15G10 325.31 15 10 65.06 43.38
B15G15 303.62 15 15 65.06 65.06
B20G05 325.31 20 05 86.75 21.69 ™™
B20G10 303.627 20 < 10 86.75 43.38
B25G05 303.62 25 05 108.45 21.69

5. Result and Discussion
=~ 5.1. Workability and Setting Time

The workability of concrete was obtained concerning IS 1199-1959 [40]. As shown in Fig.
L, the test result noticed that concrete without SCBA and GGBFS i.e. [P], had the lowest
slump of 140 mm compared with binary concrete. At the same time, a lower slump of 145
mm and 140 mm was noticed in binary composite with substitution of cement at 15%
and 30% by SCBA & GGBFS, respectively. In ternary composite, the lowest and highest
slump value was noticed at B10G20 (cement replaced by 10% SCBA and 20% GGBFS) and
B15G10 (cement replaced by 15% SCBA and 10% GGBFS), which are 100 mm and 160
mm, respectively. It was also noticed that the slump increases as SCBA content increases
and decreases as GGBFS content increases. The initial and final setting times are found
concerning IS 4031-1988 [41]. As shown in Fig. 2 Initial setting time (191 min) was
noticed to be less against the 15% substitution of cement with SCBA, but the final setting
time (380 min) will be more for concrete without any replacement. However,
incorporating GGBFS resulted in a lower setting time at 30% and a higher one at 15%.
Ternary blend ncrete exhibited lower initial setting times at B15G10 and B25G05
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time may be due to carbon content and crystalline particles. As SCBA was a burnt
material, the carbon content was found to be reduced, producing amorphous silica
content that may be active. This can be attributed to the slowing down of the initial
hydration process due to excess water, Genesan et al. 2007 reported a rise in setting time
with an increase in bagasse ash because of the dilution effect [42]. The water
requirement of the SCBA blended mix was more than the control mix due to the presence
of large fibrous particles [5].
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5.2. Compressive Strength

Concrete is well known for its strength in compression, as, in most places, it is used due
to this property only. Concrete properties influence the structures' service life in harden
stage. The strength of concrete in compression was measured at 7 and 28 days as per the
procedure of IS 516-1959 [43]. The addition of SCBA increases the strength in
compression at 15% substitution whereas addition of GGBFS increases the strength in
comprgss_{g‘{p‘%ﬁ% and 20%. For all other substitutions, there is a reduction’in strength
in comgpféb's'm ~Ternary blended concrete exhibit higher strength in compression at 20%
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(B15G05) substitution. These results showed a substantial effect of SCBA and GGBFS on
seven days of compressive strength which is lower for all replacement levels.
Improvement in strength results with SCBA and GGBFS may have been caused by the
filler effect and the pozzolanic reaction between Ca(OH)2 from cement hydration and
reactive Si0z from SCBA. The dilution effect may cause a decrease in strength in
compression. Govindarajan and Jayalakshmi 2011 also observed an increase in strength
at 5,10, and 15% replacement.

==#—107 Days Compressive Swenpth ~i— 28 Days Compressive Strength
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Fig. 3 Strength in compression of concrete for various binary and ternary mixes of
SCBA & GGBFS
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Fig. 4 Strength in flexural and split tensile of concrete for various binary and ternary
mixes of SCBA & GGBFS

A sample of SCBA showed that when C-S-H increased (strength improved), peaks of
Ca(OH)z diminished, indicating that a pozzolanic reaction occurred between Ca(OH): &
amorphous silica present in SCBA [44]. The reason for the improvement in the strength
of SCBA may be attributed to silica content, fineness, and pozzolanic reaction between
calcium hydroxide and reactive silica in SCBA. Similar behaviour was reported in
previous work [45-46].

Flexural strength is measured following IS 516-1959 [43] on a 100 X 100 X 500 mm
beam, and spllt tensile strength is carried out as per IS 5816-1999 [47] on 150 mm dia. X

eight Cylinders. The result illustrated in Fig. 4 shows that adding SCBA and
screase in the average value of flexure and split tensile strength.
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5.3. Microstructural Properties

To observe the microstructure of binary and ternary blended concrete specimens with
SCBA and GGBFS, SEM and Energy Dispersive Spectroscopy (EDS) analysis were
performed in the field emission scanning electron microscope laboratory of the College of
Engineering Pune. Fig.5-13 shows the SEM/EDS micrographs. For the specimen with 20%
and 30% of SCBA, unreacted bagasse ash particle was observed, leading to lesser
compressive strength. Moreover, voids were also detected, representing permeable
concrete. With the rise in the replacement amount, the unreacted particle of SCBA will
rise and decrease the compressive strength. Binary concrete containing GGBFS have less
voids than binary concrete containing SCBA, indicating a compacted and dense matrix.
Crystalline particles were observed at high magnification as coated by a rough layer
pertaining to the additional C-S-H product. The internal structure of reference concrete
and concrete containing SCBA and GGBFS is dense at B20, G20, and B10G20 mixes, and C-
S-H gel exists in the form of continuous block [48]; this results in higher compressive
strength. Chemical compound analysis by EDS was investigated and shown in Fig. 5-13.
The ratio of Si/Al was calculated from the EDS analysis. The ratio of Si/Al for ternary
concrete with 10% SCBA and 10% GGBFS was observed to be higher, making it more
rigid in terms of its microstructure. Similar behaviour in the cementitious medium is
clearly defined by P. C. Hewlett (2004) [49]. The Ca/Si ratio represents the overall
cementitious medium properties. Ca/Si ratio was found to be decreasing with an increase
in replacement level for both binary and ternary blended concrete. Ca content decreased
with an increase in SCBA and GGBFS in binary and ternary concrete. Fe content was
found to be increased up to 20% SCBA replacement, and then it started decreasing. The
pozzolanic nature of SCBA with C-H can be confirmed with an increase in the
concentration of ferrous content with the inclusion of SCBA and GGBFS content [50].
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Fig. 5 SEM evaluation of concrete specimen using OPC
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Fig. 13 SEM evaluation of concrete specimen using OPC by 20% SCBA & 10% GGBFS

: <

~ Fe content in the present stydy was found more for the B20 mix than the B30 blend; also,
for ternary concrete, it was found more foy the B10G20 combination. This investigation
supports explaining and relating the strength enhancement due to SCBA and GGBFS -
inclusion.

6. Conclusions

This research focussed on the effect of different pozzolanic materials on the properties of
binary and ternary blended concrete in fresh and hardened stages. Pozzolanic materials
are agriculture and industrial waste. Sugarcane bagasse ash was heated and ground
before using it. The chemical properties of SCBA were determined, and for GGBFS, they
were obtained from the supplier. Concrete mixes were cast using % variation up to 30%
replacement in binary and ternary concrete. Experimental data were also analysed by
using microstructural studies.

e The workability of binary concrete mixes follows an increasing trend with a

rising percentage of SCBA and a decreasing trend with a rising percentage of

GGBFS. A maximum slump was obtained for 30% replacement of cement.

- However, for the optimum replacement percentage, the slump obtained was 145
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-

* The setting time of binary concrete mixes follows an increasing trend with a

rising percentage of SCBA and a decreasing trend with a rising percentage of

GGBFS. The value of both setting times is more for all binary and ternary mixes

than concrete without any cement replacement.

The optimum value for compressive strength was obtained at 15% SCBA and

= 20% GGBFS in binary concrete and 15%SCBA + 5%GGBFS in ternary concrete.
At this replacement, the compressive strength value at 28 days was observed as
35.6MPa, 38.7MPa, and 34.5MPa. Similarly, for flexure and split tensile strength,
the value obtained are 11.93MPa, 11.45MPa, 10.85MPa, 3.38MPa, 2.72MPa, and
3.26MPa, respectively.

*  Microstructural studies indicate that extra calcium-silicate-hydrate gel, which is
responsible for compressive strength development, was found in concrete
containing SCBA and GGBFS, due to which compressive strength increases for
15% SCBA and 20%GGBFS use in concrete.

Considering the excess amount of sugarcane bagasse ash and ground granulated blast
furnace slag, the amount of cement in concrete can be lowered. The partial substitution of
cement by SCBA and GGBFS has an economic and environmental benefits. Concrete
properties are improved using these materials: therefore, both are better in binary and
ternary concrete. Studies on using these agricultural and industrial wastes open the path
for creating sustainable construction materials. This research work can be extended
using sodium hydroxide and sodium silicate solution while manufacturing concrete.
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Abstract—A  growth in consumers of current Web
Applications may be attributed in large part to the improved
affordability of the internet platform, which has led to a surge
in users across a wide range of internet networks in current
history. This data can be put to many good uses, but it really
shines when applied to machine learning and artificial
intelligence systems. Machine learning algorithms are
additional essential and basic technique for gaining in-depth
understanding of a topic or event of interest. Machine-learning
algorithms perform best with massive amounts of data, Multiple
solutions for providing safe ways to transfer data have indeed
been investigated in this research. These methods have indeed
been instrumental in assisting us in developing a safe, reliable,
and productive system for managing information flows and
accessibility. Therefore, there is a need for an effective and
useful mechanisms that can allow for the effective sharing of the
data as well as incorporate reliability and accountability to the
entire system. This is achieved through the u%e of the reward
and penalty scheme that is enabled through the use of a
judgement module that is integrated with the distributed
blockchain framework. The approach has been subjected to
extensive tests that have been crucial in the realization of the
superiority of the approach in achieving effective and
accountable data sharing through blockchain.

Keywords— Blockchain Framework, Reward and Penaity
Scheme, Integrity Evaluation, Crowd S, ourcing Data.

. INTRODUCTION

Blockchain's possibilities for information exchange, trust-
building, and permissions management has been the subject
of several additional research efforts, While some research has
been conducted on data sharing, it is often limited to one phase
or either facet of the process, or it takes a stance in the debate
by focusing on the issues of just one party (in this case, data
proprietors). Blockchain technology may function as a trusted
connection point for data amongst data owners and
consumers. Data trust frameworks may benefit from the
blockchain's decentralized, transparent, and dependable
characteristics.

Sung-Jung Hsiao [1] constructs a five-layer architecture of
proper inventory management flow using blockchain,
consisting of the organization tier, the blockchain
specification component,-the internet protocol, the
cooperation surface; a&‘ﬁ}s’tﬂ_‘fﬁgthe network protocol. The
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approach defines the compositional and database structure
characteristics  of primary and secondary information
resources in the distribution chain, and then provides a block
capturing methodology for multi-sensor relevant data from
both within and beyond the distribution chain. Cryptographic
hash indications serve as the glue that holds the blockchain
together. Relying on all this, a digital connection framework
is presented for constructing blockchain-related data, and the
mechanism of generating digital linkages is examined via the
lens of a concrete case,

Zhen Pang [2] argues that a system for exchanging
clectronic health records is crucial so that individuals get
effective and thorough care. Through a formalised system,
clinics are required to share patient data with one another,
which is beneficial to the whole health care industry; There is
a lot of sensitive data in the EHR, thus it is important to take
precautions while exchanging records. The suggested

" approach uses together on including off storage, guaranteeing

the reliability of all information. This study employs a strategy
for encrypting text that can be searched using several phrases,
which improves both speed and precision, As part of the
consensus mechanism, it is acceptable tolerating and
eventually capturing the Byzantine node. It is proposed that a
network configuration monitoring and anomaly based
isolation technique be added to the PBFT compromise method
to make it more secure, Consequently, the proposed technique
may minimise the Byzantine node's effect on the decentralized
network by designating a single point as the primary server,

Section 2 of this research article presents an analysis of the
relevant literature; Section 3 explains the research approach;
Section 4 discusses the experimental assessments; and Section
5 closes with suggestions for further study in the future,

II. RELATED WORKS

When it comes to fitness statistics, May Adhajri [3]
explains how there are a number of reasons to be wary about
giving it out to other entitics. By giving users more say over
how their activity information is used, this research hopes to
alleviate some of the privacy-related concerns that have been
raised about activity trackers. To address concerns about data
confidentiality, the researchers developed a blockchain-based
adaptive authorization method. The proposed framework,
acceplance criteria, and formalized verification architecture
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are the main deliverables of the developed framework. The
security modelling methodology instrument and (he
established blockchain hypotheses are used to assess the
shown artefacts as well. Accordingly, the results of the
assessment  of the vulnerability modelling  technique
demonstrate that the system accomplishes all of our intended
purposes. -

As Ying Gao and others [4,5,6,7,8] explained, blockchain
coupled Identification driven Proxy reencryption may be used
to provide a safe data exchange paradigm for software-defined
network empowered Ubiguitous cloud technology. For
regional traffic relaying, a Software Defined Network
deployment was made, The identity-based proxy reencryption
system was developed to safely share the encrypted document
credentials among stakeholders and other parties after they
were exported to a separate remote server. Users may interface
with the public ledger in several ways, including browsing for
and modifying entries on the ledger, via uploading
cryptographic keys to the ledger and using smart contracts, In
addition to the excellent performance of the planned smart
contracts, experimental findings show that the suggested
architecture performs very effectively,

I1l. PROPOSED METHODOLGY
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Figure 1: Proposed Methodology
The proposed methodology for the purpose of achieving
Trustworthy Freelancing Crowdsourcing that is reliable and
accountable in nature has been successfully expanded in the
figure 1 above and the steps taken to achieve this system are
elaborated bglow.

Step 1. Registration and Activation of the System — The
aforementioned approach has been successfully created for
the goal of being implemented on a variety of machines. This
Strategy may also be implemented on a single computer by
simulating the behavior of the two additional actors. This is
because the system calls for three distinct responsibilities to
be filled: first, the decentrali

“employees and attach suppliers  must

the creation of a graphical front interface which is achieved
through the deployment of the swings platform which is
established on the programmin ¢ language Java.

This dynamic user interface is used by both the task
provider and the employees in order to facilitate the
registration process for both parties involved in the
transaction. Prior to gelting allowed to use the service, the
first register by
providing information about themselves and respective
appropriate qualities. Name, email address, user name, and
password are the identifiers that are taken into account
throughout the registration process. Also evaluated is the
cellular phone contact. After the user's information has been
checked for accuracy and approved, the next step is the
development of a signature key in conjunction to the relevant
enrollment for the role that was selected.

The relevant users may get permitted admission into the
program for the intention of enforcing the regulations by using
the one-of-a-kind username and password that they were
given at the moment of enrollment. This information was
supplied to the users. The user attributes that are relevant to
the interaction are employed to build a hash key, that is then
put into practice in the process of selecting arbitrary characters
for inclusion in the formation of the signature key,

Step 2: Uploading Task and RCC encryption = The data
supplier or publisher makes use of the platform for the
objective of transferring the job and the relevant data into the

* decentralized system for the employees or the data recipients,

L]

The methodology of crowdsourcing may be successfully put
into action by the job publisher in the form of their delegation
of the assignment to the crowdsourced employees. Both the
employees and the publisher are interested in obtaining the
material, but the publisher particularly needs people who are
interested in the job. This makes it possible to realize the
crowdsourcing infrastructure in a way that is simultaneously
successful and beneficial, which in turn can enhance each of
the parties that are engaged. Because of this, the model
involves a publisher in order (o transmit the job along with all
of'its information associated to the worker via the usage of a
distributed server,

Text files containing the job that is currently posted by the
publisher are the ones that arc posted to the decentralized
system. This text file has a variety of different features,
including the title of the Job, a summary of the task, the cost
of the assignment, and the required security contribwon from
the worker. This job, which was sent to the decentralized
server for posting in the form of 4 lext document, was
successfully completed. Even before assignment can be
uploaded, necessary for it to be adequately encrypted, This
will guarantee that the security is not compromised.

The technique named as the reverse circle cipher is
employed in order to achieve the goal of encryption. In order
to accomplish the job of transferring the textual file that
contains the assignment to the platform in the form of a path
of the file as an input. The scheme will £o along the input path,
and it will get the appropriate text file from the location that
has been provided. The document that was retrieved is
successfully examined, and the system extracts the different
properties and features of the file before converting them into
string format. This is helpful because it enables a system to
properly parse strings and take advantage of the data for
encryption and additional treatment.
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The signature key that was generated during the process of
registering the actors is the one that is used for encryption
purposes. The processing of the key involves removing the
characters from the key and transforming those letters into the
corresponding ASCII numbers for those characters. The
resulting number is obtained by adding all of these ASCII
codes combined and then summing the total. The addup
number is then found by modifying this quantity by 20, which
yields the outcome. This value is very importfint since it is put
to good application in the field order to successfully achieve
the encryption. In the beginning, the string is split up into
chunks by using the equation | that is shown undemeath.

f(RSB) = ["SB(i)= SB'(i)) (1)
Where,

Rsg= Rotated Division List

n= Number of blocks

Sp=i" Block

Sei’-Rotated i" Division

The task provider creates blocks out of the resulting string
that is generated by extracting the elements of the text
document that is supplied to the user, Each of the following
blocks has 10 letters, and each of these blocks is saved
separately in the format of a list. Whenever the characters
inside the block are turned in accordance with the block's
index, the blocks themselves go through a process of rotation.
Modifying the index of such block by ten allows for the
desired amount of revolutions to be accomplished.

After the blocks have been rotated, the ASCII codes of the
letters contained within these blocks will be retrieved and
used. After that, the ASCII code of the letters is added to the
value that was taken first from signature key inside the step
preceding it.- This produces a distinct ASCII code for the
consequent block that is then allocated to and substitutes the
letters in the block, culminating in optimal encryption. These
is shown in equation 2 beneath.

f(ESB) = [' Sk SB(i) MOD Ky = ESBi 2)

Where,
Esp= Encrypted Block
n= Number of blocks
k= Numbers of Character in the block
Sg{=im Block
_Ky= Cipher Key
EsnimEnC!‘ypled Block

This resulting list is successfully used to build the text
document by recombining the blocks, and the encrypted text
document that is produced as a consequence is posted into the
decentralized server using socket programming.

-

Step 3: Blockchain Creation and Integrity Maintenance —
This represents the most important process of the procedure
that has been described. This kind is used so that the integrity
of the information that is posted into the distributed server
may be maintained. The encrypted file that was collected from
the preceding step in this method is saved onto the distributed
server so that it

thing that is done when we get to this stage of the process is a
verification to see the presence of any documents in the
directory that is being utilized for the store.

[fitis determined that the path does not include any items,
then the relevant file will be created in the location, and the
elements of such a document will be retrieved, If somehow the
path is found to be blank, then only the The md5 hashing
component is used so that a hashing operation can be carried
out on the information of the files that are located in the

“ specified folder. In order to get the information contained

within the file, you must first divide the contents and then
generate the relevant hash key. The hash key that is created
based on the contents of the file is used in the formation of the
head key, which is performed with the help of algorithm 1.
This master key is of great assistance in the production of the
blockchain. This represents the head key that has been saved
into the mysql database in order to perform subsequent
integrity checks and evaluations.

If; on the other hand, there are already files on the digital
server and the destination is not empty, then the data that is
stored on the server has to have its integrity checked. This is
because there should always be an efficient integrity
maintenance performed each time a file is posted into the
distributed server. The reason for this is due to the fact that
this is a need. Therefore, in order to perform an integrity check
on the files that have been saved, the contents of the files must
be extracted and put through an mds hashing- method
assessment before the results can be interpreted. The hash key
of the files is then passed to the first algorithm for the purpose

~ of creating the head key.

The algorithm 1 resultant head key is then used for the
purpose of concatenation with the file contents of the
following file. This is done after the resultant head key has
been obtained. The contents of this file are afterwards and
repeatedly hashed using the MD5 algorithm, which is
followed by the formation of the had key. This procedure is
carried out in an endless loop for each and every one of the
files that are being uploaded to the decentralized server. After
this, the head key of the final file, which is the terminal ki, is
accomplished.

The terminal key that was previously saved in the database
table is then compared to the resulting terminal key that was
produced as a consequence of this complete operation that was
carried out on the files that were uploaded into the distributed
server. The server is considered to be insecure if the terminal
key that is now stored in the database does not match the
terminal key that is created during the whole of the 8peration.
The avalanche effect is shown by the difference in the terminal
key. The avalanche effect is a reliable indication that the data

"have been tampered with, which ultimately results in the

distributed server becoming corrupted. Due to the fact that this
distributed server's integrity has been compromised, the fresh
data will not be posted onto it.

[f the terminal key that was created coincides with the
terminal key that was saved in the database, this demonstrates
that the integrity of the distributed server is being effectively
maintained, since there is no sign of an avalanche effect, This
suggests that the distributed server has not been tampered with
and that it is safe for us to continue to upload data to it in the
future since the integrity of the data that is kept on the server
is properly preserved | '

a - Y -—
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As 500n as it is established that the distributed server has Stopword Removal - In the English language, stop words
not compromised its security, the newly created file may be  are phrases that are utilized to offer a rhythm to the spoken
successfully submitted to the server. To accomplish this, the vocabulary in addition to providing an appropriate connection
information of each of the documents that are now available to various phrases. These words may also be removed to make
are extracted, and their head keys are calculated using the hash the language more concise. Il you remove this item from the
key. The blockchain cannot be created without these head input question, it will not affect the meaning in any way, since
keys being present first. The combination among these head it js mostly concerned with aesthetics,
keys and the hash key is can then use to great advantage in
order to accomplish the goal of obtaining the terminal key.
The integrity assessment of the collected information that is
being saved on the distributed server is determined, in large
part, by the terminal key, regarded as the most important key
of all. This terminal key is successfully kept within the
databases for the feature assessments of authenticity of the
information stored in the server in addition to when the
subsequent upload a document is now being-eonducted, This Stemming — The vast majority of certain other terms in the
is done during the subsequenl upload a document s now bCiI‘lg = English \'ocabu]ary are produced from respective parent terms
conducted. The following algorithm 3, which explains the by attaching a variety of suffixes to the end of the stems of
blocks formation operation in its whole, may be seen below, those words. This is accomplished so that the grammatical
constructions of the words that are being employed may be
distinguished from one another. The procedure of stemming
involves  converting  individual words towards their

One example that may be used to illustrate stop words is
the phrase "going to play," which, after passing through this
stage of the preprocessing, gets transformed into the string "go
play." This really is one way to explain stop words. This
particular input string contains a stop word with in form of the
word "to," the removal of which doesn't affect the
interpretation of the phrase in any way,

ALGORITHM 3: Blockchain Formation

/Mnput : File ,Iis_l Fisr corresponding parent terms in order to create an appropriate
;‘fOutput:_Tenmna! Key TERMgey enhancement in the interpretation of the data as aresult of the
b]ockchamFormauon{FLsTJ decreased size of the individual words.

1: Start s ;

2: TERMggy =" For instance, the word "going" may be shortened to "go"

by successfully substituting the letter combination "ing" and

2 ﬁ;;;;g ;-? SIZ_E of Fisr therefore lowering the overall size of the term. By following
S el ;SeTtll;IileCOruem(PathJ these steps, the processing time may be cut down significantly
: CONT= : : .

¢t the meaning of the word is not altered in any way,
6:  Fcont=Fcont + TERMggy d . i
7:  Hx=MDS5 (Fcont) Once the query has been preprocessed, it is sent to the
8: TERMkey = signatureKey (Hy) system, which starts a linear scarch for said retrieval of the
9: end for appropriate task based on the entered query.
10:  return TERMey Step 5: Reward, Penalty assignment through Entropy and
11: Stop - Decision Tree - Only after job was successfully uploaded into

» the platform by the task provider, the worker is now capable
Step 4: Task Accessing — The worker uses the authorized  of accessing this task using the search strategy that was
credentials that they established at the moment of enrollment  illustrated before. When logging onto the system, the worker
during the initial phase of this method in order to get access o~ is required to submit the appropriate details in order to
the job. After the worker's credentials have been verified, the complete the authentication process. After these credentials
system will offer a search tool so that they may find the  have been verified, the worker will have accessibility to the
appropriate job that has been submitted. In order to carry out  job that has been made available by the task publisher, Prior
the search process, you will need to enter the appropriate  to the functional assignment of the job, a smart contract will
query through into search field that is associated with thekind  be established between both the worker as well as the task
of data that is requested. Well before search is executed, the publisher,
incoming query is "preprocessed" by having its format
changed to a string and by going through a conversion
procedure. The procedures that are mentioned below will
successfully accomplish the preprocessing for you.

The encrypted task that was supplied by the task provider
can indeed be successfully decoded at the distributed server
through implementation of this smart contract, After that, the

job can be re-encrypted through the implementation of a

Special Symbol Removal - The special symbols used in  combined effect of signature keys belonging to both the
the English language give the grammatical structures. These worker as well as the task provider, and it will then be supplied
unique symbols are of no utility to the search process, and they to the worker.
may be removed without causing any complications at all. As
a result, the very first phase of this preparation procedure is
removing any special symbols that may have peen included in

the user’s query.

Because of this, we know that only the appropriate worker
may execute the job and successfully decode the information,
Because of the smart contract, this ensures that perhaps the

~worker in question is the only one who can see the job that has

Tokenization — This represents one of the most important  been published by the task provider. If the worker attempts to
aspects in the preprocessing technique, because it has a  communicate this information with yet another individual, the
discernible bearing on how the system Is put into action. This  information can be decrypted effectively because it is
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encrypted through the implementation of a‘conjunction of
keys, which the worker has only access to one key. If the
worker continues to try to share this information with some
other individual, the data cannot be decrypted effectively, If
the employee makes an attempt to engage in unethical
behavior, the task provider will be able to efficiently and
simply identify this behavior,

In the event that any unethical behavior is discovered, the
system of reward and punishment will be activated, which
may have repercussions for the worker's level.

This distributed transparent and secure data vending
platform recognizes a considerable increase in dependability
and consistency as a result of the implementation of the
decision making approach's if-then constraints, which
determine whether the worker should getareward or a penalty
for their performance.

IV. USING THE TEMPLATE

After The research framework for an appropriate
Trustworthy Freelancing Crowdsourcing strategy through the
application of the blockchain based distributed approach has
indeed been accompIished.‘in""]av'a’-programming language
through  the; ‘deployment of -the - NetBeans - development
environment (IDE), This, strategy was developed using a
laptop that has a storage capacity of 500 gigabytes; a memory
capacity of 4 gigabytes, and an Intel i5 central processing unit
(CPU). Windows was utilized as the operating system. The
MySQL database administration is used in order to
accomplish the goal of satisfying the necessity for a database.

The suggested technique has been subjected to in-depth
analysis to determine how well it performs in relation to a
wide range of performance measures, The process that will be
followed during the assessment is shown in the following
section,

4.1 Encryption and Decryption Time performance

The data that is being transferred into the decentralized
server may be effectively secured via the use of the suggested
approach, which makes use of encryption and decryption
methods. Quantification of the effectiveness of this strategy is
required, and this may be done by following the process that
is provided further down. The table that follows contains a
tabulation of the time that was required encrypting and
decrypting the data based on the different quantities of
characters that were employed,

~ Decryption Time
: (in ms)
4 3
1808 15 17
2805 33 32
3101 46 54
5312 521 39
6103 64 H
6680 67 63
8159 77 78
9521 82 79
[ 9998 L Tiahors 96 o8]
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Figure 2: Encryption and Decryption Time

The tabular data were successfully retrieved for the
intention of visual analysis in the bar charts which was then
presented in the aforementioned figure 2. 1t should bg obvious
that the amount of time neeessary for the encryption and
decryption operation is indeed not exactly related to the
number of characters that are supplied. This happens as a
result of the premise that the cryptographic procedure that js
employed for this method, which is referd toas the Reverse
Circle Cipher, is designed and executed in a precise manner,
In light of this, the exceution of this strategy is quite
successful, as evidenced by the performance metrics,

V. CONCLUSION'AND FUTURE SCOPE

The proposed methodology for the purpose of achieving
improved data sharing that s reliable and accountable in
nature has been successfully expanded in this research article.
The proposed approach achieves an effect; ve framework that
allows the data providers to securely provide the data to the
data requestors or the workers. This is crucial as there are
instances of data misuse and manipulation that can cost the
data provider expensively. Therefore, this approach initiates
with the data publisher and worker joining the system through
the creation of the appropriate login credentials by
registration. The both actors can now utilize these cgedentials
lo gain access to the system by performing login. The
publisher then provides the system with the dataset which is
first utilized for block generation, key generation to achieve
the blockchain. The data is then transferred to the worker that
performs the task which is then subjected to the Jjudgement
module by the system. The Judgement module also performs
the integrity evaluation which is then utilized for providing a
reward to the worker or a penalty. This approach has been
tested for its performance through the use of experimentation
which yielded suitable results.

This method can be achieved on a cloud infrastructure for
real-time application, which is one of the potential future
avenues for this field of study.
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Virtual ATM through F ingerprint and Face recognition
using Deep Learning
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Abstract Fingerprints and facial features of the individual
are being used in biometric authentication techniques,
which are increasingly extensively used across significant
implementations, Despite the fact that there multiple facial
recognition systems accessible, A greater number of
research should unearth factors that improve efficiency and
accuracy. Facial as well as fingerprint identification play an
important part in the identifying process since they do not
need human assistance, unlike some other biometrics
methods. This not only proves the huge potential to create
far greater protection for such Virtual ATM transactions,
but also explains the reasoning why biometric identification
systems have been attracting so much attention. Therefore,
for this purpose an effective framework for biometric
authenfication on Virtual ATMs through the use of
biometric features, such as Facial and Fingerprint have
been proposed. The presented framework utilizes Live
Streaming and Region of Interest along with Channel
boosted Convolutional Neural Networks and oTP
authentication has been implemented. The framework has
been measured using lengthy experimentations to achieve
quite reassuring outcomes.

Keywords: Virtual ATM, Biometric recognition. Face
recognition, Fingerprint Recognition, Channel Boosted
Convolutional Neural Networks,

I INTRODUCTION

Internet has arrived since both the Internet and
smartphones devices have become more commonplace,
Here has been a meteoric rise in the usage of smartphones
over the last several decades, and with that rise has come
an influx of new smariphone applications and software
programmers. Here, a biometrics ATM technology usin g
machine vision and technology that recognizes faces is a
game-changer for productivity. The person's face is a
good base for personal identification and verification due
to its substantial individual traits and self-stability as a
characteristic physiological component intrinsic to the
human body. When contrasted with other approaches,

facial recognition is universally welcomed, pleasant,
trustworthy, and risk-free,
Numerous different types of equipment have been
introduced in India as a result of technical advancement,
each with the intention of raising customer satisfaction.
The automatic teller machine (ATM) was one item That
streamlined banking for financial institutions. The advent
~of ATMs enabled customers to conduct financial
transactions independently. Originally, only customers of
a certain bank could utilize an ATM to move money;
later, however, all ATMs became connected to a single
network, enabling customers of just about any bank to
utilize any ATM of their choosing. Due to this, customers
of other banks remained able to use the ATMs of other
banks to make deposits, withdrawals, and wire transfers.
Facial detection is so natural to human people that even
newborns can tell family and friends apart. However,
computers have a hard time with face detection. In the
inaugural automated face identification system, an
extracted features is built by labelling the locations of
facial landmarks like the eyeballs, eyebrows, chin, etc.,
and faces are identified by measuring the Euclidean
distance between extracted features from differgnt
photos. In order to characterize the architectural aspects
of facial photographs in a big database, most methods
“employ feature maps of varying dimensions, While
others characteristic face recognition methods simplify
the categorization work by treating the face region as a
Juncture and representing it in a lower dimensions
environment that is generated from the multidimensional
space input images.
Facial identification is considered one of the most
reliable methods of establishing a person's identification,
which has been the topic of a great deal of research over
the last numerous years. Face recognition  from
photographs is a popular arca of study in biometrics.
Among the most useful applications of facial recognition
and identification technologies is evaluating images for
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interpretation, Mental health professionals,
neuroscientists, and machine learning experts have all
taken an interest in facial recognition software since
advances in the field may provide light regarding how the
natural brain processes. Despite the prevalence of
biometric identification methods like fingerprint as well
as retinal scanners, they still rely on human verification.
Nevertheless, it is not necessary while utilizing face
pictures for person authentication. Facial recognition
technology plays a crucial part in establishing a person's
identity since it does not truly entail human cooperation
that is a considerable benefit above all other biometrics
approaches.
According to research by Chaoyou Fu [1], a novel
Double Variational Regeneration Face architecture have
been designed to enhance the efficacy of Heterogeneous
Face Recognition by generating large numbers of paired
diverse images from playback. The very first stage is
painstakingly building a double variational encoder that
really can train with both associated huge datasets and
imbalanced visible information. The addition of this
feature greatly broadens the scope of possible
identifications from the resulting images. A bilateral
identification conservation decline is then applied to the
generated images to guarantee that they retain their
original consistency. This new set of unfdentified images
may be utilized to train up the Heterogeneous Face
Recognition models using descriptive learning,
capitalizing on both the identification persistence and
identification dispersion features.
Using face recognition technology, Kanjana Eiamsaard
[2] developed the Smart Warchouse Accessibility
Management System. Smart Warehouse Accessibility
Monitoring Program was validated using a confusion
matrix experimental process. The system as a whole
performed as expected in terms of accessible
surveillance. Crime investigations may be sped up and
made more efficient with the help of the Smart
Warehouse  Accessibility  Surveillance  System.
Upgrading the Smart Warehouse Accessibility
Management System to include item identification might
allow for constant tracking of stolen goods and
immediate notification in the event of a breach.
[3] Feng Liu Explain a novel regression-based approach
to face identification and face recognition reconstitution
from a single 2D image, allowing for any expression or
pose. It takes a 2D image of a face and uses those cues as
clues to rebuild the 3D face, subsequently utilizing those
revised 3D faces 1o enhance the 2D
-

further
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characteristics. In order to do both tasks simultaneously
in real time, the proposed method alternates between
employing feedforward landmark regression model and
3D shape coefficient of determination. The proposed
approach  outperforms  state-of-the-art 3D  face
remediation tools by automatically recreating both pose-
and affirmation and expressive 3D shapes from a single
face photo of arbitrary postures and expressions.

- Section 2 of this research article presents an analysis of
the relevant literature; Section 3 explains the research
approach; ~ Section 4 discusses the experimental

assessments; and Section 5 closes with suggestions for

further study in the future.

I RELATED WORKS

Since there is a limit to the number of Eigen faces that
can be used in Principal Component Analysis
transformation, Gurlove Singh [4] reports that the
method was not more successful than other techniques,
which includes traditional and digitalized face
recognition. More work is needed to perfect the fully
automated front-view facial recognition technology that
shows off pinpoint accuracy in demos. There is going to
be substantial improvement in the system's precis?on
when used in practice. To achieve a high degree of
“precision, the mechanism was badly conceived and built,
One contributing factor would be that the face detection
and recognition platform's component is not always
sensitive enough to subtle changes in consistency with
respect to dimensionality or orientation.

An end-to-end learning strategy for pose-invariant facial
expression recognition and face picture reconstruction
using geometric information is described by Feifei Zhang
[5]. In order to help in the training of a deep neural binary
classifier, it may generate face images with fabricated
expressions and postures. Extensive experiments on three
most commonly used datasets show the effectiveness of
this method. Facial features may also be transmitted
using this method.

According to Zhang Jianxin [6], detecting face traits for
identification has been among the most difficult tasks.
This article's authors offer a novel technique for
recognizing people's faces by using the Two-
"Dimensional Adaptive Directional Wavelet Transform
and indeed the Latent Semantic Feature space
Mecthodology. Therefore, for the very first instance,
researchers apply the adaptable directional wavelet

transform to the face identification issue in two
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dimensions. Two-dimensional adaptable directed
wavelet decomposition is used to make an iterative
forecasting and refresh step that takes into account the
local features connecting individual pixels. Both of the
forecasting and refresh controls in this study use a set of
nine orientations with 8 fading occurrences. The ideal
orientation for performing the hoisting wavelet
decomposition is determined by applying a thread
segmentation technique to the data.

Using Eigen Face, fisher face, and Local Binary pattern
approaches from the Open source domain, Limei Fu [7]
offers a system for recognizing and identifying people's
faces on Linux. The minimization strategies are therefore
put out via a validation process, and investigation is
utilized to analyses their pros and cons as well as the
conditions in where they could be applied. The
development of reliable software that recognizes faces is
acomplex issue. Without using many methods, achieving
a respectable identification outcome is difficult. By
merging local and worldwide data, facial features may be
accurately characterized. Increasing identification
effectiveness in tandem with the use of numerous
features and classifiers may be achieved via the use of the
strategy of combining both,

According to Sergei Shavetov's [8] study, the suggested
method is low-cost, user-friendly, and uncomplicated to

implement while providing just the basic minimum of

protection versus malicious actors. Whilg it may function
well in fully automated operation, human supervision
throughout the verification process is recommended to
prevent any unplanned bypasses of the safeguards. It
might be used as a certificate authority, in conjunction
with the likes of radio-frequency identification, near-
field iffteraction, and other methods now in use. If the
genuine identifier is misplaced or misappropriated, the
program will be absolutely certain that the wrong person
is prevented from entering, independent of how well the
alternative type of validation works.

In [9], Di Wang explains how convolutional neural
networks are an important component of reinforcement
learning. Particular advantages in computer vision may
be derived by using convolutional neural networks,
which are based on local circuit associated parameters
and other properties. Development at Convolutional
Neural Networks is vital since it affects both the
efficiency in which the system is trained and the final
efficiency of recognition. Drop - out rates value,
activation function, and number of modeling layers are
investigated as___design

approaches.  Improved

identification accuracy is the outcome of utilizing the
original data set to refine the strategy. Given how
difficult it is to collect a significant amount of
information in practice, the data set utilized in this study
has constraints, but it could nevertheless be utilized to
help prove the efficacy of the novel process.
According to Bharath Tej Chinimilli [10], Local Binary
Pattern Histogram is one of the most well-known
methods of face identification. This method is useful for
picking out pupils who have accidentally changed their
-appearance (for example, by wearing glasses or growing
facial hair). The small size ol the dataset raises certain
concerns. It is possible that a new, improved data set will
be compiled in an effort to get a more reliable result. The
authors potentially improve the Haar cascade algorithms'
capacity to recognize new faces if they generate a new
training set. The program may sound an audible or visual
warning il a cheater is detected in the classroom.
A novel graph-based, multi-Face Enhancement
Generative Adversarial Network has been released by
Mandi Luo [11], expanding existing datasets for
deformation-invariant  facial recognition software.
Instead of only isolating the personality prognostications,
it also utilizes the dissociated representations to alter face
attributes, which greatly improves the reliability of
biometric identification programs. The authors
furthermore provide Graph Convolutional Systems for
investigating global connections amongst different face
“regions, which helps to better preserve the spatial
information. Extensive experiments on face recognition
and picture reconstruction tasks show that our proposed
method is successful in learning a superior identity-
preserving capacity from restricted datasets.
To aid with this endeavor, Gou Wei [12] proposes a
multi-feature structure for the sentiment classification
issue. There are two parts to the data on emotions: video
and audio. Traditional technologies is used to extract
meaningful from auditory, and 4 main channels are used
to retrieve sentiment traits from video sequences, all with
the help of the authors. A weighted sum is then used to
incorporate the test score, with each network's weight
based on how dedicated it is to the best possible result,
Researchers  found that the conceptual approach
performed better than the competition in experimental
evaluations of perceptual processing in the environment.
M. Geetha [13] recommends using @ machine learning-
"based facial identification approach with a support vector
machines framework to keep an eye on students' online
test activities. The proposed _r'ricﬁlhéd aids-in expedited
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face identification by synthesizing feature maps from
image features. A variety of other techniques, such as the
Speeded up Robust Functionalities, the Scale Invariant
Feature Transform, the Fisher faces, and the binary
pattern local histograms, may indeed be utilized to
develop more resilient object recognition which can
locate faces amid varying lighting circumstances.
Implementing other approaches might lead to superior
optimum values as well. To improve accuracy,
convolutional neural networks may be used.
I PROPOSED METHODOLGY
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Figure 1: Proposed Methodology

The proposed approach for achieving Card less Virtual
ATM system that utilizes biometric authentication in the
form of face and fingerprint authentication has been
depicted in the figure 1 above and the steps taken to
achieve this system are elaborated below.

Step 1: GUI Building — For the purpose of demonstration
of our methodology, an interactive user interface has
been realized using the swings framework on the java
programming language. The application for performing
bank transactions by the customer has been achieved as
an interface that is easy to understand and navigate. The
developed and designed interface [facilitates the
enrollment of the users into the platform by collecting
their various attributes and information such as name,
date of birth, mobile number etc. along with the user
authentication components such as face and fingerprints.
The user characteristics such as facial characteristics
captured through the facial image of the user taken at the
time of registration are stored along with the fingerprints
of the user. These characteristics are useful for the
realization of the virtual ATM approach that will verify
the users based on the facial features and fingerprints.
The collected characteristics of the specific users are
segregated and stored in an image database that will be
.*3\\3‘3] co‘?e:?a \
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utilized in the further steps for the purpose of training our
deep learning model.

Step 2: Training the CB-CNN model — The collected
images from the user having the users face and
fingerprints respectively have been crucial in the
realization of the training of the deep learning model
selected for this implementation. The model being
utilized for the purpose of achieving the training and
recognition of the user through the face and fingerprints
is the CB —CNN model.
The CB-CNN stands for Channel Boosted Convolutional
Neural Networks which are an improvement over the
traditional Convolutional Neural Networks, The CB-
CNN model utilized boosted color channels for the
-implementation over the conventional CNN that does not
incorporate any boosted channels. The CB-CNN
approach can considerably improve the recognition
accuracy in comparison to the traditional CNN due to the
implementation of the boosted channels.
The Sequential class incorporated into the TensorFlow
library allows for the development of sequential neural
network architectures. Next, as the first stage of the CB-
CNN Design. we add a convolution layer with 32 3x3
kernels and the ReL.U activation function, reserving this
layer for images of the correct size. It is the only purpose
of this layer to ensure that the images are the same size.
Afterwards, a Convolution layer with 64 3 x 3 kernels
and ReL.U activation is introduced. A maxpooling layer
with a dropout regularity of 25% and a size of 2 by 2 units
has been planned.
Each of the 128 kernels has a size of 3 by 3. owing to the
extra fully connected layers. To do this, we have used a
“special activation function called the ReL.U activation
function. The maximum pooling layer now has the
prescribed size of 2x2. After the third layer is complete,
the last layer is implemented with 128 3x3 kernels and
the ReLU activation function. We add a second Max
pooling layer, adjusting the dropout to 25% and keeping
the dimensions at 2 x 2,
After the neural network training is complete, it is
flattened using the flatten method, a dense layer of size
1024, and the ReLU activation function. A dropout ratio
of 50 is needed at the conclusion of the convolution
neural network. Following which a dense layer has been
implemented with 7 classes, cach of which corresponds
with the 7 users that are being utilized for the
demonstration of this methodology.
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It is common procedure to utilize the Adam optimizer to
improve the outcome with 500 epochs for all of the user
attributes, including their face and fingerprints, while the
player remains within the learning phase. When the
training stage is finished, the model imports the learned
data from an H3 file and uses it during the testing phase.
The structure of the Channel Boosted — Convolutional
Neural Network is shown in Figure 2.

Layér - Activation
CONV2D 32X 3X3 Relu
CONV2D 64 X3 X3 Relu
MaxPooling2D 2 X 2

Dropout 0.25

CONV2D 128X 3X 3 Relu
MaxPooling2D 2 X 2

CONV2D 128X 3X 3 Relu
MaxPooling2D 2 X 2

Dropout 0.25

Flatten

Dense 1024 Relu
Dropout 0.25

Dense 7 Softmax
Adam Optimizer

Figure 2: Convolution Neural Network Architecture

-
Step 3: User Authentication and Transaction Completion
— The trained model achieved in the previous step is
being utilized for the purpose of achieving the
authentication of the user for completing the transaction.
The registered user interacts with the virtual ATM to
provide with the respective details such as face and
fingerprint for the purpose of verification. The system
captures the face and fingerprint images and provides to
the subsequent modules for the purpose of authentication.
The images are utilized by system by first subjecting the
images to the process of region of interest evaluation. The
region of interest isolates the region of the face as well as
the fingerprints for the evaluation by the trained model.
The images are then subjected to the trained model that
verifies the user based on the captured facial and
fingerprint images.
Once the user has been verified a One Time Password or
an OTP is generated and sent to the user via email. This
OTP needs to be authenticated before performing the
transaction. As the OTP is authenticated the bank
transaction initiates and the system navigates the user to
perform the bank transaction efficiently.

IV RESULTS AND DISCUSSIONS

The proposed approach for the virtual ATM through the
-use of facial as well as fingerprint features of the user.
Both the Python and Java programming languages, using
the Spyder and NetBeans integrated development
environments, respectively, have already adopted the
concept. The code was written in both of these contexts,
The plan requires using the OpenCV, TensorFlow, and
Keras frameworks to do the necessary tasks of deep
learning. It was determined that a laptop with an Intel
Core i5 CPU, 8 GB of Memory, and 1 TB of storage
space for testing the forthcoming
implementation,
Accuracy in face and fingerprint detection must be
measured with the efficiency of the proposed technique.
Error may be used to gauge how trustworthy a technique
is; typically, the lower the error, the more trustworthy it
will be. A reliable error analysis may be carried out with
the use of the root mean square error measure.,

worked best

"Performance Evaluation based on RMSE

The Root Mean Square Error is one of the most useful
performance measures for assessing the degree of
deviation between a set of similar features. The suggested
method will be evaluated based on two metrics: the
percentage of successfully identified fingerprints and the
percentage of incorrectly identified fingerprints. Here,
Equation 1 is given for your convenience in calculating
the RMSE.

N
RMSE, = [ 2 (2 = 2,,)?/N]'?
=1

Where,

¥ - Summation
(Zn - Zsi)? - Differences Squared for the fingerprints
identified correctly and fingerprints identified incorrectly
N - Number of conducted Experiments.

_For various iterations of fingerprint recognition using the
proposed technique, we compute the relative mean
square error or RMSE values. Fingerprint recognition is
tested ten times to ensure accuracy. The proposed
method's identification result is saved after each session
it is acquired. Then, the information is used to carry out
an RMSE evaluation. Careful calculation of the outcomes
described in table 1 that would be presented below yields
these RMSE readings.

&
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Correctly Incerrectly
Number of .
Sno. identified identified MSE
Iterations
Fingarprints Fingerprints
1 10 9 a 1
2 10/ 8 2 4
3 10 9 1 1
4 10 7 3 3
5 10 10 0 0

Table 1: RMSE measurements tabulated.

RMSE Evaluation
10
" W

Fd 3 |

——COrrectly Iertified Firgtrfrints. e feorectly et fisd Fingergr ints

Figure 3: Line Graph for RMSE outcomes

For the purpose of making the diagram in the figure 3
supplied above, we are using the results acquired for the
identification effectiveness and the RMSE measurements
in the table 1 previously provided. The following table
and graph illustrate the method that is meant for the
purpose of fingerprint recognition in order to obtain a
very small error rate of 1,732,

Performance Evaluation based on Precision and Recall
Measures of precision and recall are very useful for
assessing the thoroughness with which a certain module
of the paradigm has been executed. These two

measurements are discussed in the larger framework of

our approach. Relative correctness is defined by the
module's precision, which includes its reliability across a
wide range,

The accuracy of this approach was measured by
comparing the number of correct identifications with the
total number of tests, Nonetheless, the recall
requirements are a useful adjunct to the accuracy
assessment in determining the CB-CNN component's
overall dependability. This is due to the fact that
precision monitoring is not adequate on_jts own,

The recall is determined in this method by contrasting the
proportion of correct to incorrect identi fications. In order
to quantify this argument, the following equations are
provided,

Precisign and Recall can be depicted as below:
¥" A= The number of accurate face identifications
v" B =The number of inaccurate face identifications

JIRT 15868f

v" C=The number of accurate face identifications not
done

So, precision can be defined as
Precision = (A / (A+ B)) *100
Recall = (B /(B+ C)) *100

- Using the abovementioned formula, the experimental

findings are shown in Table 2 below. With these
statistical parameters, we can generate the representation
illustrated in figure 4.

Table 2: Precision and Recall Measurement Table

L Accurate Iracoorane = ?m:m
e Face idenufications | Face ientific uon Face Identificasois Precision| Recad
Iterations o o ot done
()
10 10 0 q 100] 100
20 1 2 2| 89.47368] 89.47388)
30| 2 2 2] 53.10345] 93,1343
40| 33 3 3| 92.10526] moi—a[
Bl +H 5 2] $9.79592 9565217

Precision and Recall Metrics

=——Pracision

% 0w e i

——Recatt

Sunmiber of lterations

Figure 4: Comparison of Precision and Recall

In this graph, we see the CB-CNN in action,
demonstrating its capacity to perform over a broad
variety of trial counts and provide accurate face detection
in accordance with the input data. The very high accuracy
and recall rates 0f 92.89 and 94.06 percent, respectively,
demonstrate the method's reliability. These numbers are
qQuite sizable for the first implementation of such a
technique, and the success that has resulted is
commendable,

V CONCLUSION AND FUTURE SCOPE

* The proposed approach for achieving Card less Virtual

ATM system that utilizes biometric authentication in the
form of face and fingerprint authentication has been
clongated in this research article. The presented approach
utilizes the ATM machine along with the camera for
capturing the live feed of the user, The live feed from the
ATM camera is being streamed to the system live which
is then eftectively utilized for the purpose of achieving
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face and fingerprints of the user. These are converted into

images-and provided to the next step for the region of

interest estimation. The region of interest isolates the
facial features as well as the region of the image
containing the face. These are provided to the Channel
Boosted Convolutional Neural networks that is
connected to the database consisting of user facial and
fingerprint images. The CB-CNN approach then
effectively authenticates the user based on the images in
the database and a One Time Password is sent to the
registered user mobile number. This OTP is then entered
by the user which is authenticated and the user is allowed
to_perform the bank transaction on the ATM and a
suitable alert is sent to the user via an SMS. The approach
has been rigorously evaluated for its performance using
RMSE and Precision and Recall which has resulted in
highly reassuring measurements,

In the future this can be implemented using the
Reinforcement learning model to recognize the aging
face accurately.
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Abstract: Telescopic shaft is very important part of machine. It should be accurately machined with the acceptable
tolerance=Also the fluctuations of dimensions in work-piece to work piece should be minimum so that it will be easier to
assemble in machine. But it has been observed that the required dimensions for the larger end diameter and smaller end
diameter for the telescopic shaft are not continuously achievable by using the existing fixture.

In machining fixtures, minimizing workpiece deformation due to clamping and cutting forces is essential to maintain the
machining accuracy. Fixture is required in various industries according to their application. This can be achieved by
selecting the optimal location of fixturing elements such as locators and clamps.

The fixture set up for component is done manually. For that more cycle time required for loading and unloading the
material. So, there is need to develop system which can help in improving productivity and time. Fixtures reduce operation
time and increases productivity and high quality of operation is possible.The proposed fixture will fulfilled researcher
production target and enhanced the efficiency, reduces operation time and increases productivity, high quality of
operation, reduce accidents.

Keywords: Telescopic Shaft, Fixture Design, Production Rate.

1. INTRODUCTION

The fixture is a special tool for holding a work piece in proper position during manufacturing operation. For supporting
and clamping the work piece, device is provided. Frequent checking, positioning, individual marking and non-uniform
quality in manufacturing process is climinated by fixture.

This increase productivity and reduce operation time. Fixture is widely used in the industry practical production because
of feature and advantages to locate and immobilize work pieces for machining, inspection, assembly and other operations
fixtures are used.

A fixture consists of a set of locators and clamps, Locators are used to determine the position and orientation of a work
piece, whereas clamps exert clamping forces so that the work piece is pressed firmly against locators. Clamping has to
be appropriately planned at the stage of machining fixture design.

The design of a fixture is a highly complex and intuitive process, which require knowledge. Fixture design plays an
important role at the setup planning phase. Proper fixture design is crucial for developing product quality in different
terms of accuracy, surface finish and precision of the machined parts in existing design the fixture set up is done manually,
so the aim of this paper is to replace with hydraulic fixture to save time for loading and unloading of component.

Hydraulic fixture provides for flexibility iﬁhoiding forces and to optimize design for machine operation as well as process
function ability. '
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2. EXPERIMENTAL METHODS OR METHODOLOGY

Fig 1. Procedure for Fixture Design

3. IMPORTANT CONSIDERATIONS WHILE DESIGNING FIXTURES

Study of workpiece and finished component size and geometry.

Type and capacity of the machine, its extent of automation.

Provision of locating devices in the machine.

Available clamping arrangements in the machine.

Available indexing devices, their accuracy.

Evaluation of variability in the performance results of the machine.
Rigidity and of the machine tool under consideration,

Study of ejecting devices, safety devices, etc.

Required level of the accuracy in the work and quality to be produced.

AOR0 Y O L e L R

3.1 Elements of Fixture
Generally, all fixtures consist of the following elements:

1. Locators

A locator is usually a fixed component of a fixture. It is used to establish and maintain the position of a part in the fixture
by constraining the movement of the part. For work pieces of greater variability in shapes and surface conditions, a locator

can also be adjustable.

i.Vee Locators

This is quick and effective method of locating the workpiece with desired level of accuracy. This is used for locating the
circular and semi-circular type of workpiece. The main part of locating device is Vee shaped block which is normally

fixed.

Fig. 2 VEE Shaped Locator

© IARJSET This work is licensed under a Creative Commons Attribution 4.0 International l;icense ‘i
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2. Clamps
A clamp is a force-actuating mechanism of a fixture. The forces exerted by the clamps hold a part securely in the fixture
against all other external forces acting on to the component.

3. Supports

A support is a fixed or adjustable element of a fixture. When severe part displacement/ deflection is expected under the
action of imposed clamping and processing forces, supports are added and placed below the work piece so as to prevent
or constrain deformation. Supports in excess of what is required for the determination of the location of the part should
be compatible with the locators and clamps.

3.2 General Requirements of Fixture

In order-to maintain the work piece stability during a machining process, an operational fixture has to satisfy several
requirements to fully perform its functions as a work holding device. The following constraints must be observed while
designing a viable fixture.

1. Geometric constraint

Geometric constraint guarantees that all fixture elements have an access to the datum surface. They also assure that the
fixture components do not interfere with cutting tools during a machining operation. In addition to these requirements, a
fixture design should have desirable characteristics such as quick loading and unloading, minimum number of
components, accessibility, design for multiple cutting operations, portability, low cost, etc.

2. Contained deflection

Work piece deformation is unavoidable due to its elastic/plastic nature, and the external forces impacted by the
clamping actuation and machining operations. Deformation has to be limited to an acceptable magnitude in order to
achieve the tolerance specifications. _ 3 -
3. Deterministic location S

The work piece is constrained by locators so that it is presentable for the machining operation. Locating errors due to
locators and locating surfaces of the work piece: should be minimized so as to accurately position the-work piece within
the machine coordinate frame. ' : A I

4, MATERIAL AND ITS SPECIFICATIONS

D2: A cold work tool steel. D2 is a high chromium tool steel specifically designed to provide a high abrasive wear
resistance and a high hardenability. The grade is delivered in annealed condition to keep a good machinability. After
machining it requires a hardening to achieve its service properties. The adjustment of hardness should be done to get the
best compromise between toughness and wear resistance. This grade can be used for cutting and deformation tools
submitted to high abrasive wear. It can be used when 2% carbon steels (D3 type) shows an excessive senility to cracking
or chipping.

Main applications are stamping tools, punches and dies, forming dies, shear blades and cutters, ceramic molds.

5. CALCULATIONS

Dimensions of fixture
Internal diameter 10.01 mm
External diameter 20 mm
Stress = force/area

Young’s modulus of material is 205 GPa
Force applied approximate 48 to 50 KN
Isength of rectangular section is 50.20 mm
Thickness of base plate is 10 mm

CONCLUSION

The efficiency and reliability of the fixture design has enhanced by the system and the result of the fixture design has
made more reasonable. To reduce cycle time required for loading and unloading of part, this approach is useful. If modern
CAE, CAD are used in designing the systems then significant improvement can be assured. To fulfill the multifunctional
and high performance fixturing requirements optimum design approach can be used to provide comprehensive analyses
and determiaeancoyprall optimal design. Fixture layout and dynamic clamping forces optimization method based on

© IARJSET 5 k is licensed under a Creative Commons Attribution 4.0 International License 289
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fixture will fulfilled researcher production target and enhanced the efficiency, Hydraulic fixture reduces operation time
and increases productivity, high quality of operation, reduce accidents,

Traditionally, fixture design is a manual process and demands an expert’s Knowledge and skilled engineering. . In this
report, a literature survey of fixture design and automation over the past decade is proposed with the introduction on the
fixture applications in industry and the significant works done in the design field, including their approaches, requirements
and working principles are discussed. Finally, some prospective research trends are also discussed,
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ABSTRACT

With the advancement of blockchain in every field, it is also used in the agri-food supply chain. As the food
supply chain is such a network where no one knows from where and what quality of food is transported and
how long it takes to reach its destination. The blockchain helps to keep track of the complete chain with the
help of distributed ledger. Each transaction, the quality of food, and the time required to reach its destination
are saved. Supply chain management carries out all the processes from raw material to the final product. The
supply chain is divided into several stages from the farmer to the customer. Although the blockchain food
supply chain provides immutability of data and records in the network. In the proposed system, all transactions
are written to blockchain which ultimately up-loads the data to the Interplanetary File Storage System (IPFS),
along with the auction system for the buying and selling of the food items directly from the farmer. The storage
system returns a hash of the data which is stored on the blockchain and ensures an efficient, secure, and
reliable solution. Our system provides smart contracts and their algorithms to show the interaction of entities
in the system.

Keywords: Block Chain, Ethereum Block Chain, Smart Contract, Distributed Ledger, Interplanetary File Storage
System (IPFS).

I.  INTRODUCTION

Traceability playsan importantrole in food quality and safety management. Tracing product-associated
processes across advanced offer chain networks has become an integral part of current offer.chain
management. Ata similar time, customers area unit currently a lot of curious about the nutrient quality. it's
difficult to trace the source of information and maintain its traceability throughout the availability chain
network therefore Blockchain technology is employed that ensure traceability, trust, and delivery mechanism
within the Agri-Food offer chain. A blockchain could be information that's shared across a network of
computers. Once a record has been extra to the chain it's troublesome to vary. The records that the network
accepted area units extra to a block. Every block contains a novel code known as a hash. It conjointly contains
the hash of the previous block within the chain.
Supply Chain Management (SCM) could be a cluster of processes and sub-processes dispensed for remodeling
material into a final product, maximizing client price, and achieving a rectifiable competitive advantage,
It's conjointly understood as a network of entities thatarea unita part ofthe system from production
to mercantilism. The total offer chain network is splitinto many stages. Processes concerned in these stages
typically take months to finish. In such a scenario, if the ultimate product lacks in quality, it becomes very
troublesome to trace the basic explanation for the matter. That the planned system overcomes fraud .it work on
a traceability theme and mercantilism and delivery mechanisms. Conjointly provides a web Auction system.
GOALS AND OBJECTIVES:
* Todo an extensive study by literature survey on blockchain-based Agri-Food supply chains and provides an

end-to-end solution.
* To work on traceability schemes and trading and delivery mechanisms.
» To Design an autonomous transaction system.
* Toimplementadvanced blockchain technology to improve the classification accuracy.

II. METHODOLOGY

edata layer and are described as follows:
entity in the Agri-Food supply chain and is the first one to invoke a smart
nformation of the amount of crop produced and their sell price. He sells the
ddr further processing of raw products to sellable finished products.

These entities are
e Farmer: A fdxnie
contract Tor t g
produced crqp
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* Processor: A processor-buys raw food from the farmers. He is responsible for eliminating extra material
from the crops and converting them info a finalized product through various processes. The processor sells this
finalized product to distributors. g

* Distributor: A distributor maintains a big warehouse by buying finalized products from processors and is 5
responsible for selling them to the retailers in wholesale.
» Retailer: A retailer buys the finished traceable products from distributors and sells them to customers in
smaller quantities as required by the consumers.
o Consumer: A consumer is an end user who buys and consumes products from retailers or directly from the
farmer using an auction system.
_ ITIl. MODELING AND ANALYSIS
The model for agri- food supply chain is as follows:
S
g
Biockehain Nodes
1 Traceatin 13 !
2 | Sel Transtes * . Cusmnute . ~
‘ Farmer | o Piocessot *  Disuibutor - et l
ST
| Sef
o |-—--1 Aucton System I-- _' oy
¢ 3
N
Figure 1: System Architecture of model
IV.  RESULTS AND DISCUSSION
1. Blockchain-Based Agri-Food Supply Chain provides traceability, accountability, and security.
2. Improve the classification accuracy.
3. Give end-to-end solutions for blockchain-based Agri-Food supply chain.
4. End users can add suggestions for the particular process according to their preferences.
Mathematical Model:
The mathematical model for the systerg is as-
S={I,F, 0}
where, ~

I:Set of inputs

F : Set of functions

O : Security and Supply Chain
F={F1, F2, F3}
F1:Farmer

F2 : Processor
F3 : Retailer

F4 : Consumer
REGISTER PAGE
There are two di
customers,
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V. CONCLUSION

The supply chain industry has gained numerous benefits to grow and move towards decentralization and

achieve a trustless environment for all processes. However, despite the trustless nature of blockchain, it is hard

to fully maintain trust between the seller and buyer of the product. This is because the entities may act
maliciously and the buyer can doubt their credibility. So the reputation system is proposed to maintain the
credibility of the Agri-Food supply chain entities and the quality ratings of the products it also maintains the
immutability and integrity of the transactions as these transactions are based on blockchain.
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ABSTRACT

An important goal in our world today is to eliminate food waste by reutilizing available food sources within
local communities such as leftover food items in restaurants, stores and food distribution centers that may be

needy people, It affects the people everywhere like in our homes At restaurants in production and even in
transportation. This app developed a common combination by connecting to a donor and a head from the NGO
where the donor describes all the food information which contain food type, location where the food is
available, cooking and expiry date/time of food.

Keywords: Android Application ,Android, NGO, Food Wastage Management, Tracking.

. L INTRODUCTION

The idea behind over project can be use by many people who wish to donate things to needy organizations, As
per the knowledge the technology is going advances and growing day by day. Over main motto is to help needy
people .Food pollution is a problem in densely developed nations like India. Also too much food gets tossed out
from weddings, canteens, pubs, social and family get-togethers and events,

The food donation application serves as an interface between consumers searching for a channel to donate
without"'wasting the food. Therefore a mobile-based application has been created in which individuals can
donate food products according to their capacity, and the application often enables organizations to apply their
requests. The proposed scheme is currently aimed at eliminating the significant waste that normally exists in
India, which is food. The framework is required to upgrade and optimize the same system, which will further
add to the application's reliability and usefulness.

This application can help needy people for food. With help of this application restaurant can serve food to many
people. NGO's can also contact restaurants for providing food in shortage of food. This can feed many poor and
needy people

II. METHODOLOGY

Many people face starving because of food shortage. Food shortages in developing countries are commom The
people most affected are smallholder. There are several ways and means to help the needy but nothing works
better than making a contribution to an organization dedicated to helping Poor communities to battle against
poverty. People living in NGO also faces food shortage issues. This application can help needy people to eat
food. With help of this application restaurant can serve food to many people. NGO's can also contact restaurants
for providing food in shortage of food. This can feed many poor and needy people.

[IlI.  MODELING AND ANALYSIS
The System Architecture of model for waste food management is as follows:

®@International Research Journal of Maodernization in Engineering, Technology and Science
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Connect to the module “

e\
Wiew Entry
. Requnsl Entry loﬂnfll;;iaullon
User | Cloud s
Data Entry -
- Restaurant
Figure 1: System Architecture of model
Waterfall Model is a sequential model that divides software development into different phases.
IV.  RESULTS AND DISCUSSION
1. Use of technology reduce efforts.
2. Utilization of extra food to nourishment needy people.
The performance of the functions and every module must be well. The overall performance of the software will
enable the users to work recently. Performance of encryption of data should be fast. Performance of the
providing virtual environment should be fast Safety -
11:34 = M e .4 oo 1133 O @ @ =
Food_waste_managment Food_waste_managment
—
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V. CONCLUSION

Addressing the issues of hunger as well as food waste, thereby targeting the to poverty, hunger, health etc,
Mobile application technology is helpful for food waste management. Our proposed solution should reduce food
wastage by facilitating food sharing in local community using mobile technology. Our application provides
simple way to connect those who have remaining extra food and those who need food.
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Abstract: The purpose of this paper is to design and implement a mobile app that assist post man with letter

delivery and tracking. Postman should deliver post packets from one address to another using shortest path
~ which is show on the app.

The postman can use this software to determine shortest route to various location at the same time and

deliver services on time

Index Terms —tracking of location, Delivery ,Android App

I. INTRODUCTION
Postman are in charge of manual letter delivery. However, with the advancement of cutting edge
mobile application and technologies ,postman can now have an app that supports letter delivery and
tracking, this is the impetus behind this. Serving delivery drivers by hand can be time consuming and
error pruning .We proposed a solution in the form of postman app

-
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Above figure represents architecture of the system .we have total five modules in the system ,that is

Admin ,Delivery boy, Location track, Shortest path ,Delivery Status etc. There are two main module .
Admin and Delivery boy .Admin allocates the post or parcel to particular delivery boy.

.Delivery boy login first ,then checklist of parcel which has deliver .Both admin and delivery boy has to be
login with valid email id and password. 3

IV. RESULTS AND DISCUSSION

4.1 Results

-

ExERESS

Select User
User
Admin

1/\
TR W

% ; N
X
| IUCSP23A1249 | fn%#rlﬁlﬁﬁal Journal of Current Science (IJCSPUB) www.iicspub.org | 2 |

Page N0.083



1

www.ijcspub.org © 2023 |[JCSPUB | Volume 13, Issue 1 March 2023 | ISSN: 2250-1770

EXPRES

............ e

ife No )
iy )

(}—’;lf;:‘.v:urd )

G

-
D

| IJCSP23A1249 | International Journal of Current Science (IJCSPUB) www.ijcspub.org | 3 |

Page Kf0.084



www.ijcspub.org © 2023 IJCSPUB | Volume 13, Issue 1 March 2023 | ISSN: 2250-1770

User name: Shejal

Number: 7721891353

Address: at post goregaon tal parner
Price: 300

Description: parcel
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The reasons for the fuel energy crisis are the rapid increase in the global population and changing human
lives. Fossil fuel is a leading factor involved in atmospheric pollutants. However, biofuel plays an impor-
tant role in boosting engine efficiency and lowering emissians. Present research work contributes to

Keywords: enhancing the performance of diesel engines. In this work, cottonseed oil is used and converted into bio-
Biodiesel S fuel through the transesterification process. Raw cotton seed oil comes under the category of vegetable
Sgﬁgglmjmm:-essfm il oils, both edible and non-edible. The calorific value and viscosity of biodiesel fuel are two distinct char-
Blend P acteristics, The biofucl blends with diesel in variable proportions by volume of 20%-40 % are used. The

performance was monitored, analysed and verified against pure diesel and biofuel using CB20, CB30,
and CB40. The performance obtained using biofuel with varying loads at different fuel blends on the
VCR engine improves BTE and BSFC. When the CR is changed from 18 te 22, the BSFC decreases by

Transesterification

0.310 to 0.290 kgfkwh, while the BTE increases by 0.72 percent.

Copyright © 2023 Elsevier Ltd. All rights reserved.

Selection and peer-review under responsibility of the scientific committee of the 2nd International Con-
ference and Exposition on Advances in Mechanical Engineering,

1. Introduction

Biodiesel is an emerging field globally and locally. It is noted
that the government of India continuously encourage the use of
biofuel in the 2100 s. Over the last decade, the adoption of biodie-
sel as a renewable, alternative and sustainable fuel has grown in an
attempt to understand engine efficiency and emission conse-
quences. Biodiesel is produced by the esterification conversion
process. The cotton seed oil is selected for the generation of biodie-
sel by the esterification process. Cotton seeds are inedible oil, so if
they are left for biodiesel production, there will be no fuel conflict
with food, particularly in developing countries like India. A com-
parative study of the effects of biodiesel engines, including effi-
ciency, energy, durability, pollution, regulated and unregulated
emissions, and associated impact factors, has been carried out by
many researchers. The application of biodiesel significantly
reduces emissions of PM, HC, and CO, as well as lowers energy con-
sumption, increases fuel consumption, and increases NOX emis-
sions without any desired changes in conventional diesel
engines, thus helping reduce carbon reserves. As a result, blending

* Corresponding author.
E-mail address: kabudkepadmakarggmail.com (P.D. Kabudke).

https:/{doi.org =

Isevier Ltd, All rights reserved.

biodiesel with petroleum products instead of petroleum diesel
minimises air pollution and puts a lower burder~on narrow
resources without affecting engine performance or economy.
When petroleum diesel is fully replaced by biodiesel, more

- research can be done on engine tuning, modification, engine per-

formance in low temperatures, new equipment, and measuring
methods. To kick off the modification, the influence of several CR
16:1, 17:1, and 18:1 on different engine parameters was investi-
gated. [1].

The engine’s performance suffers marginally when biodiesel is
used partially or entirely rather than diesel; however, the environ-
mental cost is greatly reduced. [2.2]. Diesel performance testing
was carried out on a variety of RM mixes, including 100 percent
rapeseed and 100 percent Mahua Biodiesel (MU), as well as blends
BL20, BL40, BL60, and BL80. As per the results, BL20 is the best
blended and most similar to diesel fuel |[4]. The Gas
Chromatography-Mass Spec. analysis of waste cottonseed oil was
studied. The primary fatty acids in cottonseed oil were discovered.
{5]. During the test, the fuel was tested in a variable compression
ratio engine utilising B10 and B20 blend proportions, and also
the compression ratio of the engine was altered between 15:1
and 18:1 while torque was increased from zero to maximum load.
The ignition timing, combustion characteristics, maximum air tem-
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Nomenclature

CB Pure Cottonseed biofuel

CB100 100 % Cotton seed biofuel

CB20 is made up of 20 % CB and 80 % diesel

CB30  consists of 30 % CB and 70 % diesel

CB40 is made up of 40 ¥ CB and 60 % diesel

CB30 - consists of 30 % CB and 70 % diesel. BE Engine: Diesel

engine
BTE Brake Thermal Efficiency
BP Brake Power

NOx Oxides of nitrogen
BSFC Brake specific fuel consumption
HC Hydracarbon
co Carbon monoxide is a poisonous gas -
Cco, stands for carbon dioxide
VCR Variable Compression ratio
0z Oxygen

perature, and e_l"gission parameters of biodiesel are all investigated.
[6-8].

The esterification of palm oil is combined with Nilagiri oil in
proportions of 5 %, 10 %, and 15 . The tests were carried out on
a VCR diesel vehicle using 220 bar inlet pressure and a compres-
sion ratio of 19:1 with diesel fuel and alloys, and PKO85% +
Eu015% for diesel alloys experimentally modified for combustion
and emission reduction at full load conditions. [9]. Algal oil methyl
ester combined with diesel fuel was tested on the diesel engine at
various loads and CR. According to the findings, the AB30 combina-
tion had the least exhaust gas emissions. Due to the unsaturated
fatty acid moiety, it cuts HC and CO gas emissions by about
35.13 and 30 %, respectively. However, it increases NOX emissions
by 25-30 %.The addition of oxygen.to biodiesel and its blends
resulted in 9-20 % more CO2 and 8-20 % more 02 gas emissions,
respectively.[10] They experimented with blenfs B10 and B20
with varied compression ratios (17 and 18) and discovered that
the B20 blending and CR 18 gave the best results [11]. Using the
whole-look response surface method, the Minitab-14.0 application
was utilised to model and explore response parameters. Data
regression, statistical methods, and specific product coefficients
for created models were all studied and presented for model vali-
dation. Confirmation experiments were carried out to validate the
outcomes by choosing input parameters: load = 9.8 kg, CR = 18.0,
and blend = 20 %. BTE of 26.78 percent, brake specific energy of
0.285 kg/kW h, CO 0.0058 percent, HC 113.84 ppm, and NOx of
904.6 ppm were obtained from scientific modelling using a o-
optimal test with a composite desirability of 09097 [12],

In the present experimental test, 5 % ethanol has been added to
diesel in the biodiesel of Jatropha, soybean, date, and cotton seeds,
Tests were conducted as per IS 1448 standards, and tests showed
that the mixing of ethanol with a compound decreases kinematic
lubrication, pour point, and cloud point. For various loads on the
engine, performance studies showed better BP (brake power),
improved BSFC, and higher BTE [13]. The biofuel engine exhaust
recirculation on the cottonseed B20 diesel engine was only utilised
to minimise NOx [14]. Emissions seem to be decre'ased despite the
fuel being used at a higher CR level of 18 and an operating pressure
of 240 bar, while emissions of NOx increase with rising IP [15].
When compared to diesel with M30 fuel, the biodiesel with a bet-
ter cetane number was made using Mahua non-edible oil and uti-
lised up to a 15-30 mix percentage. It improved thermal
performance by 8-10 % while lowering fuel economy by 9-12 %
[16]. The results demonstrated that the type of catalyst had less
of an influence-en the physical qualities of the produced biodiesel,
like density, flash, cloud, viscosity, and high heating value, when
biodiesel was manufactured from waste oil utilising two kinds of

sions as a result. It can also help enhance engine efficiency and
reduce load-exhaust emissions | 17}

The impacts of oil palm fuel blend were investigated, and it was
discovered that increasing the blend ratio can improve the com-
bustion process, ensuing in lower CO and HC discharges and
improved engine performance. However, because of the high oxy-
gen concentration in biodiesel, this scenario produces a lot of NOx
[18]. The impact of blend as well as CR just on the combustion
parameters of the engine was tested by altering loading from zero
to one hundred percent [19,20]. In every combination of speed,
loading, and injection time, diesel released more heat than Jat-
ropha biodiesel and cotton seed biodiesel [21.22].

Bio energy's commercialization has provided a viable solution
to the dilemma of petroleum shortages and their emvironmental
consequences. Biodiesel is a biodegradable, renewable, and oxy-
genated alternative to primary fuel diesel. Despite the fact that

- numerous studies have shown that greenhouse gas emissions can

help reduce emissions, promote green economies, and improve
income distribution, there are some drawbacks to their use. The
main reason is a lack of knowledge regarding the impacts of biofuel
on diesel engines. Biodiesel has resulted in a decrease in engine
power in addition to a rise in fuel usage. Early research has shown
that biodiesel is now more likely to become oxidized, which can
cause stiff gums and sludge that can clog the fuel system and make
engines last less long,

2. Methodology and materials

This section deals with the methodology and materials,

2.1. Material

The liquefied fuels employed in the experiment ingluded huge
amounts of biofuel and diesel, as well as cottonseed oil for biodie-
sel manufacturing, both of which were locally sourced. Apex Inno-

. vation Pvt. Itd. in India gave them Potassium Hydroxide (KOH) and

Analytical Quality Methanol Merck, which was 99.5 %.The fatty
acid profile of cotton seeds, is shown in the given Table 1, evalu-
ated at Nikhil Analysis and Research Pvt. ltd. Itd. in Sangli.

Table 1

Cotton seed oil fatty acid composition,
Fatty Acidulous name Construction Weight %
Myristic Acidulous C14:0 00.53
Palmitic Acidulous Cl6:0 1033
Stearic Acidulous C18:0 03.64
Oleic Acidulous C1B8:1 . 32.82
Linoleic Acidulous C18:2 39.29
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Table 2

Measured parameter uncertainty.

Parameters Accuracies Uncertainty
Load £0.15N +0.15%
Power - £015%
Air llow rate £1.0 em3/h +015%
Fuel consumption +2.0 g/h +010%
ETE - +20%
Engine speed £ 10 rpm +05%
Temperatures t1°C £0.10%

Table 3
Engine Specifications.

Sr. Parameter
No.

Specification

1 Product

3 Engine

4 Software

5 Fuel rank

6 Piezo sensor

7 DAD

8 sensor for
Crank angle

9 Load indicator

10 unit for Piezo

powering

VCR diesel engine system to make with one cylinder
and four strokes.

661 cc, stroke 110 mm, diameter 87.5 mm, CR 17.5,
modified to VCR engine. Type 1-cylinder, four stroke,
power 3.5kw, d = 87.5 mm, 1500 rpin, 661 cc,

L= 110 mm. The CR runs from 12 to 23,

Engine performance analysis programme
"EnginesoftLV."

With a glass fuel measuring column, it has a capacity
of 15 lit.

The capacity is 5000 PS| when using a low-noise
wire.

16-bit, 250kS/s NI USB-6210

With a TDC pulse, the resolution is 1°and the speed is
5500 RPM.

Digital, 0-50 kg range, 230VAC supply

Model AX-409 by Cuadra.

Materials Today: Proceedings xoo (o) xxx
2.2. Method

The tests were display out by individual cylinder engines with a
higher compression ratio (VCR) engine (CR18, CR20, and CR22)
producing 3.5 kW at a constant speed of 1500 rpm. At variable
charges of 0 %, 25 %, 75 %, and 100 % by using the diesel blends
CB100, CB20, CB30, and CB40, BSFC, BTE, and CR, effective analysis
was carried out. Uncertainty analysis of measured parameters is
shown in Table 2.

3. Experimental setup

The research was performed with a different compression ratio,
a water cooled individual cylinder engine attached to a
dynamometer equipped with all the necessary equipment, includ-
ing a Kirloskar computer interface diesel engine, The VCR diesel
engine’s detailed specifications are listed in Table 3. System Engi-
neSoft LV uses “engine performance analysis software with com-
puterised data editing systems, collecting, storing, and analysing
data during experiments using various measurement sensors As
shown in Fig. 1 and Fig, 2.

The experiment with different load values of 0 %, 25 %, 50 %,
75 %, and 100 % with variable compression ratios ranging from
18 to 22 is carried out. The load measuring device used for this
experimental operation consists of an eddy current type
dynamometer, a strain gauge type load cell, and a loading unit.

4. Test performance parameter

During the experimentation variable load, compression ratio
and biodiesel blends for desired output are given imTahle 4 and
5. The additional measurable parameters are Arm Length (mm):
210, Air Temperature, Fuel Density (Kg/m3), CV of Fuel (kj/kg), &

- Type Of fuel: Diesel, Orifice Coefficient of Discharge: 0.60, Pulses

Per Revolution: 360, Orifice Diameter: 20.00 mm.

Fig. 1. Transesterification process experimental setup.

3
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Fig. 2. Schematic representation of VCR Lest rig. _
Table 4
Properties of fuel,
Fuel properties i Standard Diesel CB100 cB20 CB30 CB40
Density @25 °C (gm/cm?) ASTM D287 083 0.881 0.8402 0.8453 0.8504
Gross Calorific Value Cal/gm ASTM D 4809 42,965 40,162 42,404 42,124 41,844
Flash Peint °C ASTM D 93-58T 70 154 B6.8 95.2 103.6
Specific Gravity ASTM D287 0.83 0.881 0.8402 0.8453 0.8504
Fire Point°C - ASTM D 93-58T 76 165 938 1027 111.6
Cloud Point °C ASTM-D 97 -6 0 -4.8 -4.2 -3.6
Pour Point °C ASTM-D 97 -10 -4 -8.8 -82 -7.6
Kinematic Viscosity in cst @ 40 °C ASTM-D 445 28 G.43 3526 3.889 4.252
FFA % »2.5 - 0.53 - - o
Table 5
Shows the test parameters.
Sr. No. Input Test Parameters Parameters for the output test
) Load in Kg "®ompression Ratio Biodiesel Blend Performance Parameters
1 0 CR18 . CB20 1. BTE
2 3 CB 30 2. BSFC -
3 6 CR 20 CB 40 e
4 9 CB 100 4. BP
5 12 CR 21 D100 5. BMEP

5. Result and discussions

il = S " 5.1. Engine perfarmance

35

The fundamental goal of this research is to observe, experimen-
tally. the efficiency and effectiveness of cotton seed biofuel and
diesel fuel under variable operating conditions. The experiment
was carried out and the following results were obtained,

5.2. Effect of engine brake thermal efficiency

At various loads, the effect of the biofuel mixture on perfor-
mance was noted. Fig. 3 clearly depicts these impaggs. The ratio
of BP to heat provided to the engine by fuel combustion at CR 18
is used (o calculate BTE.

Due to the reduced calorie content of biofuel, the thermal effi-
ciency is 1 to 3 % lower than pure diesel in all running conditions .
with variable load. The plot curve in Fig. 3 illustrates that efficiency
rises as load rises. When the percent of biofuel in diesel is

Fig. 3. Shows the infl
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Fig. 4. Effect of brake thermal efficiency w.r.t. Load for CR 18, 20 and 22 (CB40).

Materials Today: Proceedings xxx (xxxx) oo

increased, it is discovered that the BTE is slightly reduced due to
biodiesel’s lower heating value. Above a 40 ¥ load ~the CB100's
mean brake thermal efficiency is 2.12 percent lower than pure die-
sel, while the CB20, CB30, and CB40 are 0.96, 1.24, and 1.62 percent

- waorse, respectively.

Some reference studies claim that biodiesel fuel compounds
have less engine power than plain diesel. But the drop in efficiency
could be caused by the higher viscosity of biofuel and the fact that
its density changes over time.

5.3. Effect of compression ratio

The experiment is performed at various compression ratios
ranging from 18 to 22. Fig. 4 shows that for different biodiesel
mixes, the BTE increases by about 2 to 6 percent. The decrease in
heat loss causes an increase in BTE, and power increases as the load
rises. Theoretically, increasing the compression ratio leads to more
appropriate mixing of air and fuel during the engine's working

Eftect of CR on IMEP
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Fig. 5. Indicated mean effective pressure vs compression ratio,
Effect of CR on bsfc -
E |
E |
B’ ——18 |
== U
& i~ 20
o i
- 22
6 8 10 7954 /|
Load in Kg N
Fig. 6. Break specific fuel consumption w.r.t. CR, L] _
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Effect of CR on Exhaust Gas Temperature
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xhaust Gas Temperature °C
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Fig. 7. Exhaust gas temperature w.r.t. CR.

stroke, in addition to increased in-cylinder pressure, which shows
that the shorter combustion delay time.

As the increase in compression ratio betters combustion effi-
ciency and combustion occurs at top dead centre, peak pressure
in the cylinder increases at the end, the indicated mean effective
pressure goes o increasing. Experiments showed that the average
effective pressure is higher when the compression ratio is higher at
50 % to 100 % load as shown in Fig. 5.

5.4. Effect of brake specific fuel Consumption.

Fig. 6 depicts the variation in BSFC as a function of load for var-
ious CR. The BSFC decreases as the compression ratio rises,
whereas the BTE rises at complete load. BSFC is 0.299 kg/kWh at
a higher compression of 22, and 0.31 kg/kWh at a CR of 18. The
optimum BSFC is 0.3775 kg/kwh at CR 20, whereas it is 0.399 kg/
kwh and 0.388 kg/kwh at compression ratios 18 and 20,
correspondingly.

With a larger compression ratio, the delay period is minimised
and combustion occurs at the top dead centre, resulting in the aris-
ing temperature of exhaust gases. Exhaust gas teﬁ'lperaru res were
reported at 258.83 °C, 260.85 °C, and 263.64 °C at full load with
compression ratios of 18, 20, and 22 respectively as shown in Fig. 7,

6. Conclusion

The research mentioned looked at the generation of hiofuel
using crude cotton seed biofuel blends mixed with diesel fuel
and the influence of other performance aspects, such as oil, as well
as the effects of various performance characteristics, such as bio-
fuel blends with pure diesel fuel. The following is a brief of the
experiment’s findings:

o Transesterification is used.&

Nepti
Ahmednagar

* Due to the reduced heating value of biofuel, BTE is lower than -
pure diesel. Above 40 percent load, CB100’s average BTE drops
by 2.12 percent, while CB20, CB30, and CB40’s average BTE
drops by 0.96, 1.24, and 1.62 percent, respectively.

e The BTE decreases by 2.12, 1.62, 1.24, and 0.96 percent as the
percentage of biofuel in the blend increases for biodiesel blends
CB100, CB40, CB30, and CB20, respectively,

» The compression ratio at the higher side of the average BSFC
decreases from 0.399 kg/kwh to 0.388 kg/kwh as the tempera-
ture of the engine exhaust rises from 258.830 to
263.640°Celsius.

Finally, with a compression ratio of 20, BTE is the greatest and
BSFC is the minimum.
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ABSTRACT

The development in era has led to massive use of internet. people use social networking websites nearly every
day. these websites help humans to specific themselves to the web society. human beings use diverse posts to
specific themselves, those posts are not anything however short casual texts having effective, poor or impartial
emotions. song is an essential aspect of human life. human beings opt to pay attention to track greater regularly
than any other hobby. With the net era, a big amount of song content containing tune of diverse genres has
emerge as without difficulty to be had to millions of users round the sector. tune collection in view that decades
and comprising of diverse genres of music is available. The primary issue that the users face is to select suitable
track from such massive collection. in addition, a huge series of movies comprising of various genres is also to
be had. song and film recommender will recommend tune and films to the person based totally on their mood
in conjunction with an emotion symbolizing their mood. The mood of the consumer can be derived by
performing survey of the consumer emotion. a good way to provide better pointers, k-means algorithm is used
for grouping of song. KNN algorithm will be used for classifying the lyrics into numerous categories (satisfied,
sad, completely happy, indignant, surprised, sound asleep, excited, etc.).

Keywords: Music Recommendation, Emotion Detection, Survey Analysis, Machine Learning, K-Means, Etc.

I. INTRODUCTION

The paper proposes a Music and Movie recommendation system. The system is based on Emotion of the user.
Music is very important part of our life. Peoples listen music to release the stress. Movies are also an important
part of our life. Peoples watches the movies everyday to release the stress and learn something new from it. The
main problem is that the users sometimes unable to choose appropriate music or movies according to their
mood or emotion. The emotion can be of any type like happy, sed, angry, surprised, excited, sleeping, fear and
so on. The model has two datasets one for music and one for movies. The data is to be classified or divided into
various categories. For that the system uses K-means algorithm for grouping of data objects into different
clusters. Then, the K-nearest neighbor algorithm is used to classify data into different classes and recommend
user an appropriate song or movie as per their choice. The system is also used for mental health awareness and
depression therapy.

II. METHODOLOGY

The system is used for Music or Movie recommendation based on the user’s emotion. Emotion is taken using a
survey of the user. The system uses 2 datasets one for music and one for movies. The random data is to be
classified into different categories. For clustering the data into different classes, K-means algorithm is used. For
classification of data and recommendation K-nearest neighbor algorithm is used. In this system 2 technologies
are used:

Machine Learning:

Machine learning is a type of Artificial intelligence that allows software applications to become more accurate
at predicting the outcomes without being explicitly programmed.

[777]

Page No0.094



TRJ TS
e-ISSN: 2582-5208

International Research Journal of Modernization in Engineering Technology and Science
( Peer-Reviewed, Open Access, Fully Refereed International Journal )

Volume:04/Issue:11/November-2022 Impact Factor- 6.752 www.irjmets.com

Algorithms:

K-Means Algorithm:

This is an unsupervised learning algorithm. It is used for working with uniabeled data. It divides the given data
into k number of clusters or data groups.

K-Nearest Neighbor Algorithm:

This is a supervised learning algorithm. It is used for working with labeled datasets. It is used for classification
of data into 2 or more categories or classes.

III. MODELING AND ANALYSIS

System Architecture:
Get Emotion Display choices
of the user i.e. Musicand
Login page > Rl using survey Movies
KNN
Algorithm
Category of - Accept choice
judgement from user
K-Means
Algorithm
Logout and
Recommendation | ——» | Play or Download | Quitthe
Music / Movie system

Figure 1: System Architecture

IV. RESULTS AND DISCUSSION
In system we used this mathematical model. We are designing Registration page, Login page and also Home
page.
Mathematical model:
Let S be the whole system S={I,P,0}
I-input
P-procedure
O-output
Input(1):
I={Emotion of the user}
Where,
Emotion -> Emotion
Procedure(P): :
P={When the user interacts with the system, his emotion is captured by the system to generate output}

www.irjmets.com @International Research Journal of Modernization in Engineering, Technology and Science
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Output(0):
0={List of Music or Movies}
Sign in and Sign up:
@ register — i}

Figure 2: Registration page

[ Login - o X

Figure 3: Login page
V. CONCLUSION
On the idea of the state that person Emotion had been identified, the recommendation algorithm was carried

proposed jHciepse Ee~persRn's emotion recognition, in order that the advocated song can better meet the

customer ening wishes g and movie recommendation machine will lessen human efforts with the aid
b Ehe bi 1 es"¢ontaining many songs and films of numerous genres. suggestions to the person
Alﬁm ped! ggiafir i ng y songs g uggl p
/ ;,'%Internationa] Research Journal of Modernization in Engineering, Technology and Science
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can be supplied in keeping with their mood. The mood of the consumer may be determined by way of their
survey. as a result this machine will offer higher person pleasure in less time and efforts as they may be
automatically provided a advice for music and films primarily based on their temper. The proposed
recommendation system works on songs and films in English language. This device may be further prolonged to
suggest songs and films in Hindi language or different local languages since the customers can higher specific
themselves the usage of their local languages. The emotion category can be further improved to take into
account greater complicated emotions as hatred, tension, jealousy, excitement, and many others.
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ABSTRACT: Automated fracture detection is an essential part in a computer-aided tele-medicine system.
Fractures often occur in human’s arbitrary bone due to accidental injuries such as slipping. In fact, many
hospitals lack experienced surgeons to diagnose fractures. Therefore, computer-aided diagnosis (CAD) reduces
the burden on doctors and identifies fracture. We present a new classification network, Crack-Sensitive
Convolutional Neural Network (CrackNet), which is sensitive to fracture lines. In this paper, we propose a new
two-stage system to detect fracture. Firstly, we use Faster Region with Convolutional Neutral Network (Faster R-
CNN]) to detect 20 different types of bone regions in X-ray images, and then we recognize whether each bone
region is fractured by using CrackNet. Total of 1052 images are used to test our system, of which 526 are
fractured images and the rest are non-fractured images.

KEYWORDS: Machine Learning, CNN
L. INTRODUCTION

One of the first methods for determining the form of a bone is an X-ray. Images of the bones in the body, such as
the hand, wrist, arm, elbow, shoulder, etc,, are captured on a bone x-ray. The term "fracture” refers to a break in
a bone's normal alignment, which happens when the bone is unable to tolerate external forces. The accurate
diagnosis of patients can be improved by automatic fracture identification using x-ray pictures. The
segmentation algorithm is used for fracture detection to find the edges, which distinguish between the object
and background and also show where the boundaries overlap. The collecting of thousands of medical
photographs each day in medical institutions has led to a significant increase in the use of medical images. There
is a growing requirement for data management and reliable access due to the increase in medical pictures. It's
still challenging to identify the proper boundaries in noisy photos. For boundary detection in noisy pictures, it
provides a new edge following technique. Use of the suggested method shows how it can be used to various
medical picture instances. The suggested method uses information from fracture detection on x-ray images to
identify object boundaries in noisy images. Edge orientation, noise environment, and edge structure are some of
the factors that are taken into consideration while choosing an edge detection operator. However, as they are
unable to accurately determine the borders of objects in noisy images, performance evaluation of image
segmentation findings remains a difficult issue. The limits of some objects may be established by a gradual
decrease in intensity due to factors like refraction or inadequate focus. The approach used by edge-based
approaches is to first use an edge detection operator to find the object borders, and then use edge information to
extract the boundaries. Noise, which causes random level variation from pixel to pixel, is the issue with edge
detection.

The correct diagnosis of bone fractures must meet exceedingly high standards in the contemporary social milieu,
and it is currently primarily determined by the doctor's manual reading. A huge number of X-ray films to read
not only makes one tired from reading but also establishes the divergence. On the other hand, it is simple to
misdiagnose during the diagnosis process due to diverse clinicians' experiences and interpretation standards.
By using computer-aided diagnosis (CAD) to achieve automatic classification of bone fracture images, before the
doctors read the X-ray images, the automatic classification of the fractures, and then the classified images are
given to the doctor for diagnosis, not only can this reduce the number of doctors who must read and overcome
people's eye inertness_and-de that are insensitive to grayscale, but it can also improve the diagnostic
ts.
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The bones serve as the body's framework and as places of attachment for the muscles. People are becoming
more and more prone to bone fractures as society develops. Fractures can disrupt bone blood flow and cause
other problems, but they can also harm both the surrounding soft tissues and the affected bones collectively.
Fracture problems can also develop if the identification and treatment of the fractures are delayed. The
occurrence of bone fractures has seriously harmed people's bodies, so it is important for people to make an
accurate and successful diagnosis of bone fractures.
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various image sizes further demonstrate that our approach is more effective than clever edge detection. 3 kind
of classifier, like ANN,BPNN, and SVM in which BPNN gives better classification of B6%when compared to other
classifiers.
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II. EXISTING WORK

The popularity of computer-aided diagnosis (CAD) systems nowadays is due to the fact that they enable doctors
and other medical experts to diagnose diseases more effectively than they could otherwise. Similar to this, bone
fractures are a frequent issue brought on by stress, accidents, and osteoporosis. The importance of bone fracture
identification using computer vision in CAD systems is increasing since it can assist doctors' workloads by
weeding out the simple cases. Among the X-ray, MR, and CT Scan possibilities for detecting bone fractures.

II1. CONCLUSION

In this study, a brand-new edge-following boundary detection method was developed, and it was then used to
solve an object segmentation issue in medical photos. Our edge following method uses both the edge map data
and a vector image model. The suggested method was used to identify object boundaries in various noisy image
types where ill-defifig ‘”X ere present. For the sake of the established ground realities, a number of
artificially noisy, ;“.;-‘;;\ erepiuced and tested. The proposed technique, canny edge detection, is superior,
iz IHeE results of ideR
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